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Abstract

This thesis focuses on distributed systems and their important properties such as fault
tolerance and scalability. The goal is to examine services implemented in distributed
systems that are prone to arbitrary Byzantine faults. The use of distributed systems,
including blockchains, has increased in recent years, posing new challenges in terms of
reliability and scalability.

The thesis begins by discussing three key services in distributed computing: State
Machine Replication (SMR), Byzantine Agreement (BA), and Cryptocurrencies. State
Machine Replication is a fault-tolerant service composed of replicated servers that act
as state machines, ensuring that correct replicas follow the same sequence of state
transitions triggered by client requests. Byzantine Agreement is a problem where a set
of correct processes aim to reach a common decision despite the presence of malicious
Byzantine processes. Cryptocurrencies allow for distributed management of clients’
assets, and a State Machine Replication can be used to implement them.

The thesis then delves into the background of Byzantine Agreement, discussing
different timing models (synchronous, eventual synchrony, and fully asynchronous)
and the complexity lower bounds associated with them. It highlights the recent ad-
vancements in sub-quadratic Byzantine Agreement algorithms using randomness and
cryptographic tools to achieve improved communication complexity.

The results presented in the thesis include the introduction of a sub-quadratic asyn-
chronous Byzantine Agreement algorithm that surpasses existing solutions in terms of
scalability and a synchronous Byzantine Agreement algorithm with adaptive complex-
ity. The thesis also proposes a leader-rotation mechanism called Carousel that ensures
positive Chain-quality and limits the number of faulty leaders in crash-only executions.
Additionally, it explores optimal-resilience algorithms for concurrent shared-memory
objects like asset transfer, reliable broadcast, and snapshot, demonstrating their imple-
mentation from registers.

Overall, this thesis contributes to the field of distributed systems by addressing key
challenges and providing solutions for fault tolerance, scalability, and reliability in the

context of various timing models and cryptographic techniques.
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Chapter 1

Introduction

A distributed system is a computer system in which multiple independent processes
work together to achieve a common goal. These processes can be located in different
geographical locations and communicate with each other to convey information upon
which they act. Such systems are used daily by billions of users, for example by
accessing email services or cloud storage. The main advantage of a distributed system
is that it can provide increased scalability, fault tolerance, and reliability compared to
a centralized system.

Fault tolerance is an important property in distributed systems. It represents the
ability of the system to stay correct and make progress despite the failures of some
subsets of the processes. Therefore, it is important to model these failures in theoretical
settings and to construct algorithms that provide this property.

Different models capture different failures of the processes. Some handle crash
failures, where processes may stop responding, and some handle Byzantine failures. The
latter describes processes that may deviate arbitrarily from the protocol. In particular,
they may crash, fail to send or receive messages, and send arbitrary messages. In both
cases, it is common to model failures by assuming an adversary that determines the
failure pattern and to construct algorithms that are resilient to the worst-case pattern.

Another important property is scalability. Scalability captures the ability to add
resources to the system (e.g., increase the number of processes) in order to improve the
system’s performance and/or to support a bigger number of users. In simpler terms, it
refers to a system’s ability to grow or expand in size or complexity to meet changing
demands.

In this thesis, we seek to examine services that are implemented in distributed
systems and that are prone to arbitrary faults. The use of distributed systems has
increased in the last decades, with a new use case of blockchains — decentralized and
distributed digital ledgers that record transactions across a network of computers. As a
growing crowd uses these systems, guaranteeing properties such as reliability and scal-
ability faces new challenges. Since large and growing deployed real-world systems are

distributed, it is important to study different algorithms and primitives of distributed



computing that provide the above-mentioned properties. In this introduction chapter,
we start by presenting the services discussed in this thesis (Section 1.1). Next, in Sec-
tion 1.2 we cover the background that is the starting point of our work. Finally, in

Section 1.3 we briefly go over the results presented in this thesis.

1.1 State Machine Replication, Byzantine Agreement, and

Cryptocurrency

Some of the most useful primitives in distributed computing are State Machine Repli-
cation (SMR), Byzantine Agreement (BA), and Cryptocurrencies. SMR is a primitive
that provides a fault-tolerant service used by clients. It is composed of replicated
servers that operate in a deterministic manner by acting as state machines. It is done
by ensuring that correct replicas follow the same sequence of state transitions. The
state transitions are triggered by client requests that are fed into the system. In the
context of blockchains, one usually refers to an SMR. protocol as the task of a set of
processes aiming to maintain a growing chain of blocks. Processes participate in a se-
quence of rounds, attempting to form a block per round. A block contains a set of
clients’ transactions and some additional metadata, as well as some information that

links the block to the previous blocks (see Figure 1.1).

Genesis Block Block Block
Block | pooeo - cooco| ©000 ) Do
i—1 7 1+1
metadata metadata metadata
Data (transactions) Data (transactions) Data (transactions)

Figure 1.1: Blockchain Scheme.

A Byzantine Agreement primitive (BA) [LSP82] often serves as the main building
block for constructing an SMR service. In this problem, a set of correct processes aim
to reach a common decision, despite the presence of up to ¢ malicious (Byzantine) ones.
In the absence of Byzantine processes, this problem is also known as the consensus
problem. Using BA solutions, one can implement SMR by deciding upon the next
state transition (e.g., the next block) at each point in time.

Finally, another widely-use primitive is asset transfer (also called cryptocurrency).
It is used in many applications [Nak09; GHM'17] and allows for distributed manage-

ment of clients’ assets. In its most basic form, it provides each account holder the ability



to transfer assets to other accounts and read one’s balance. One way to implement an
asset transfer is by using SMR, where the transactions are the form of transferring the
assets, and the state of the state reflects the balances of different users. That is, a
blockchain is a specific implementation of an asset transfer. But as we elaborate in this
work, it is not the only form.

The above-mentioned primitives are the starting point of the research that appears
in this thesis. Specifically, BA plays an important role in all of the papers included,
and Section 1.2 covers the prior work related to it. This section also provides a quick
overview of different models under which this primitive, along with other distributed
services, are being examined.

Tracing back to the beginning of this introduction, distributed systems usually
embody some sort of solution to the consensus problem. As we mentioned, distributed
systems are not new and in fact, BA has been studied for four decades now. However,
until recently, it has been considered at a fairly small scale. The practical use cases
of BA in large-scale systems motivate a push for reduced communication complexity.

This goal has guided us in our research work.

1.2 Byzantine Agreement: Background

As a starting point, we begin by stating the notation used in this work. We notate
the number of processes in a system by n and use the letter ¢ to denote the threshold
of failures in this system. That is, up to t out of n processes may fail according to
the discussed adversarial model (crash-fault, Byzantine, etc.). The highest threshold
of faults that can be met is called optimal resilience and it varies in different models.
For example, in a synchronous model with the optimal resilience is n > 2t + 1 [DS83].

The efficiency of a protocol can be measured by its word complexity. The word
complexity of a deterministic BA protocol is defined as the number of words all correct
processes send until a decision is reached, where a word is a constant number of bits
(e.g., the size of a PKI signature). It has been shown by Dolev and Reischuk [DR85]
that in deterministic algorithms Q(n?) word complexity is needed in the worst-case,
assuming t = O(n). Nevertheless, almost all deterministic works incur a word com-
plexity of at least O(n?) in a synchronous model with the optimal resilience [DS83;
AMNT20]. In fact, this gap remained open for 35 years until recently Momose and
Ren [MR20] solved synchronous BA with optimal resilience with O(n?) words. It is
worth mentioning that less resilient solutions with O(n?) complexity have been known
prior to this result.

Yet synchronous solutions are not robust in large-scale systems, where messages can
be delayed for extensive periods. A more practical approach is to consider the even-
tual synchrony (ES) model, where communication is initially asynchronous but even-
tually becomes synchronous. Eventually synchronous algorithms always ensure safety,

but their liveness is conditioned on communication becoming timely. In this model,



performance is measured during the synchronous period, and the optimal resilience
is n = 3t + 1. Recent works have used threshold cryptography in order to achieve
quadratic complexity in certain optimistic scenarios [AGM18; BCC*19; YMR™19;
GLT+20; MR20].

Because attackers may cause communication delays, an even more robust approach
is to consider a fully asynchronous model. But in this model, BA cannot be solved
deterministically [FLP85]. Although the complexity lower bound does not apply to
randomized algorithms, until fairly recently, randomized solutions also required (ex-
pected) O(n?) word complexity [Rab83; CKS05; MMR15; AMS19).

A few recent studies have used randomness to circumvent Dolev and Reischuk’s
lower bound and provide BA solutions with sub-quadratic word complexity [KS11;
GHM™17; Nak09; CKS20; AGM18; BCC*19; Kwol4; NBMS20; Spi21] in all three
timing models. In general, there are two approaches to using probability in achieving
this goal. The first is weakening the problem guarantees to probabilistic ones. Works
in this vein usually utilize committee sampling, assume an adaptive adversary, and
provide probabilistic safety and liveness [KS11; GHM™17; Nak09; CKS20]. The second
considers models in which deterministic BA solutions are possible, and designs protocols
where the expected complexity is sub-quadratic [AGM18; BCCT19; Kwol4; NBMS20;
Spi21]. The latter works are resilient only to a static adversary whereas the former
tolerate a dynamic one. That is, they are resilient to an adversary that has to decide

the corruption pattern before the execution of the protocol.

1.3 Results

The first work in this thesis, “Not a COINcidence: Sub-Quadratic Asynchronous Byzan-
tine Agreement WHP” (Chapter 2.1), introduces the first sub-quadratic BA algorithm
for an asynchronous message-passing environment. This is a significant improvement
over Algorand [GHM™17], one of the leading blockchain companies nowadays. While
Algorand is restricted to models with timing assumptions, our solution is completely
free of these limitations. This work takes advantage of cryptographic tools (verifiable
random functions [MRV99]) and uses subtle probability techniques to show that with
high probability, a sub-quadratic solution for the BA problem is obtained.

In a later work, “Make Every Word Count: Adaptive Byzantine Agreement with
Fewer Words” (Chapter 2.4) we focus on a synchronous model and try to redefine what
can be done under such a model. In this work, we present the first BA algorithm
with O(n(f + 1)) communication complexity and resilience n = 2t + 1, where ¢ is
an upper bound on process failures in a run and f is the actual number of process
failures. We call the communication complexity that depends on f rather than on ¢ an
adaptive complexity. To achieve this property in this work we take advantage of another
cryptographic tool, called threshold signatures. This tool allows to aggregate multiple

signatures into one-word messages and is commonly used with a threshold of n—t. Le.,



the number of guaranteed correct processes in the system. Unfortunately, in a system
with resilience n = 2t 4+ 1, there is not much that can be done with this threshold.
Instead, we utilized a threshold on the number of signatures such that on one hand,
this number is sufficient to ensure a safe algorithm with adaptive communication in
case there are not “many” Byzantine processes. On the other hand, failing to achieve
this threshold indicates a high number of failures, which allows the use of a quadratic
fallback algorithm.

As discussed BA solutions are commonly used to construct SMRs. And while any
BA provides the mechanism to elect the next state in the SMR, most deployed systems
in the era of blockchains focus on leader-based solutions. In such systems, the series of
decisions has context within their position in the sequence. Every decision is driven by a
designated leader, which is usually rotated in each round. Leader-rotation is specifically
important in a Byzantine setting since processes should not trust each other for load
sharing, reward management, resisting censoring of submitted transactions, or ordering
requests fairly.

Most existing Leader-rotation mechanisms are implemented in the eventually-synchronous
model and use a round-robin approach to rotate leaders [Tea; YMR™19; CS20]. This
guarantees that correct processes get a chance to be leaders infinitely often, which is suf-
ficient to drive progress and satisfy a property called Chain-quality [GKIL15]. Roughly
speaking, the latter stipulates that the number of blocks committed to the chain by
correct processes is proportional to the correct processes’ percentage. The drawback of
such a mechanism is that it does not bound the number of faulty processes which are
designated as leaders during an execution. In the paper “Be Aware of Our Leaders” that
appears in Chapter 2.3, we propose a leader-rotation mechanism, Carousel, that enjoys
both worlds. Carousel satisfies non-zero Chain-quality, and at the same time, bounds
the number of faulty leaders in crash-only executions after the global stabilization time
(GST), a property we call Leader-utilization.

Finally, the asset-transfer primitive is discussed in Chapter 2.2, in the work “Tame
the Wild with Byzantine Linearizability: Reliable Broadcast, Snapshots, and Asset
Transfer”. The emerging interest in BA and SMR solutions is their significant role in
the construction of blockchains nowadays. However, blockchain is just one technology
that solves the asset transfer problem. To find new solutions, we revisit the problem in
a shared-memory model. This model differs from the message-passing model discussed
so far, in the way that processes communicate among themselves. While the previous
works assumed that communication is done via messages they send and receive to one
another, we now consider that processes have common registers from which they can
read, and can write (different registers have different read-write permissions). In this
context, we have undertaken a new research direction. We defined a general correct-
ness notion for concurrent shared-memory objects used by Byzantine processes and
systematically studied shared objects in this regard.

In the presented work, we designed optimal-resilience algorithms for some of the



most useful concurrent shared-memory objects: asset transfer, reliable broadcast, and
snapshot. Reliable broadcast and snapshot are used to implement the asset trans-
fer object but are also of independent interest. We prove that there is an t-resilient

implementation of such objects from registers with n processes if and only if ¢ < 3.
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Chapter 2

Results

2.1 Not a COINcidence: Sub-Quadratic Asynchronous Byzan-
tine Agreement WHP

Appears in the 34th International Symposium on Distributed Computing (DISC 2020).
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—— Abstract
King and Saia were the first to break the quadratic word complexity bound for Byzantine Agreement
in synchronous systems against an adaptive adversary, and Algorand broke this bound with near-
optimal resilience (first in the synchronous model and then with eventual-synchrony). Yet the
question of asynchronous sub-quadratic Byzantine Agreement remained open. To the best of our
knowledge, we are the first to answer this question in the affirmative. A key component of our
solution is a shared coin algorithm based on a VRF. A second essential ingredient is VRF-based
committee sampling, which we formalize and utilize in the asynchronous model for the first time.
Our algorithms work against a delayed-adaptive adversary, which cannot perform after-the-fact
removals but has full control of Byzantine processes and full information about communication in
earlier rounds. Using committee sampling and our shared coin, we solve Byzantine Agreement with
high probability, with a word complexity of 5(71) and O(1) expected time, breaking the O(n?) bit
barrier for asynchronous Byzantine Agreement.

2012 ACM Subject Classification Theory of computation — Distributed algorithms; Theory of
computation — Cryptographic primitives; Mathematics of computing — Probabilistic algorithms

Keywords and phrases shared coin, Byzantine Agreement, VRF, sub-quadratic consensus protocol

1 Introduction

Byzantine Agreement (BA) [27] has been studied for four decades by now, but until recently,
has been considered at a fairly small scale. In recent years, however, we begin to see practical
use-cases of BA in large-scale systems, which motivates a push for reduced communication
complexity. In deterministic algorithms, Dolev and Reischuk’s renown lower bound stipulates
that Q(n?) communication is needed [17], and until fairly recently, almost all randomized
solutions have also had (expected) quadratic word complexity. Recent work has broken this
barrier [22, 20, 31], but not in asynchronous settings. We present here the first sub-quadratic
asynchronous Byzantine Agreement algorithm. Our algorithm is randomized and solves
binary BA with high probability (whp), i.e., with probability that tends to 1 as n goes to
infinity.

We consider a system with a static set of n processes, in the so-called “permissioned”
setting, where the ids of all processes are well-known. Our algorithm tolerates f failures for
n =~ 4.5f (asymptotically). In addition, we assume a trusted public key infrastructure (PKI)
that allows us to use verifiable random functions (VRFs) [29].

We assume a strong adversary that can adaptively take over processes, whereupon it has
full access to their private data. It further sees all messages in the system. But we do limit
the adversary in two ways. First, we assume that it is computationally bounded so that we

12
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may use the PKI. Second, as proven in [1] for the synchronous model, achieving sub-quadratic
complexity is impossible when the adversary can perform after-the-fact removal, meaning
that it can delete messages that were sent by correct processes before corrupting these
processes. Here, we adapt the no after-the-fact removal assumption to the asynchronous
model, and define a delayed-adaptive adversary based on causality [26].

We formalize the concept of VRF-based committee sampling as used in Algorand [20, 15],
and adapt it to the asynchronous model. In a nutshell, the idea is to use a VRF seeded with
each process’s private key in order to sample uniformly at random O(logn) processes for
a committee, and to have different committees execute different parts of the BA protocol.
Each committee is used for sending exactly one protocol message and messages are sent
only by committee members, thus reducing the communication cost. Whereas in Algorand’s
synchronous model a process can be sure it receives messages from all correct committee
members by a timeout, in the asynchronous model this is not the case. Rather, processes
make progress by waiting for some threshold number of messages. Without committees, this
threshold is normally n — f (waiting for more than n — f processes might violate termination).
But since committees are randomly sampled, we do not know the committee’s exact size
or the number of Byzantine processes in it. Thus, adapting committees to this model is
somewhat subtle and requires ensuring certain conditions regarding the intersection of subsets
of committees. In this paper we identify sufficient conditions on sampling, which ensure
safety and liveness with high probability.

Randomized BA algorithms can be seen as if processes toss a random coin at some point
during the protocol. While some protocols toss a local coin [9, 12] and require exponential
expected time to reach agreement, others use the abstraction of a shared coin, which involves
communication among processes and results in the same coin toss with some well defined
success rate [33, 14, 13, 20, 23]. In this work we present an asynchronous shared coin
algorithm that uses a VRF and provides a constant success rate with an equal probability for
tossing 0 and 1. Unlike previous shared coin implementations, our solution does not require
a priori knowledge of the set of participants, which makes it useful in committee-based
constructions. We then adapt our coin to work with committees and use it to devise a
sub-quadratic BA algorithm.

In summary, this paper presents the first formalization of randomly sampled committees
using cryptography in asynchronous settings. Based on this technique, it presents the first
sub-quadratic asynchronous shared coin and BA whp algorithms. Our algorithms have
expected O(n) word complexity and O(1) expected time.

Roadmap. The rest of this paper is organized as follows. Section 2 describes the model;
Section 3 reviews related work. In Section 4, we present our shared coin algorithm and
in Section 5, we formalize committee sampling. Then, in Section 6, we use the coin and
the committee sampling to construct a BA whp algorithm. We end with some concluding
remarks in Section 7.

2 Model and Preliminaries

We consider a distributed system consisting of a well-known static set II of n processes and
a delayed-adaptive adversary (see definition below). The adversary may adaptively corrupt
up to f = (3 — €)n processes in the course of a run, where max{gp—,0.109} + gi— < € < 3.
A corrupted process is Byzantine; it may deviate arbitrarily from the protocol. In particular,

it may crash, fail to send or receive messages, and send arbitrary messages. As long as a
process is not corrupted by the adversary, it is correct and follows the protocol.
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Delayed-adaptive adversary. In the synchronous model, one defines a late adver-
sary [34, 24, 7, 4], which at the beginning of round r, can observe the state of the system at
the beginning of round r — 1. This assumption prevents “after-the-fact” removals of messages
sent by processes before being taken over by the adversary [1, 20], as required for achieving
a sub-quadratic communication cost. We adapt this assumption to the asynchronous model.
Since in asynchronous models the natural order between messages is Lamport’s happens-
before relation [26], we use the notion of causality instead of ‘rounds’ to define what messages
the adversary may observe when scheduling other messages. We denote by m — m’ the fact
that m causally precedes m’. The adversary is formally defined as follows:

» Definition 1 (delayed-adaptive adversary). The delayed-adaptive adversary may adaptively
corrupt up to f processes over the course of a run and schedules all messages. The adversary
has full access to corrupted processes’ private information and can observe all communication,
but it can use the contents of a message m sent by a correct process for scheduling a message
m’ only if m — m’.

In addition, we assume that once the adversary takes over a process, it cannot “front
run” messages that that process had already sent when it was correct, causing the correct
messages to be supplanted. Blum et al. [10] achieve this property by using a separate key to
encrypt each message, and deleting the secret key immediately thereafter.

Cryptographic tools. We assume a trusted PKI, where private and public keys for the
processes are generated before the protocol begins and processes cannot manipulate their
public keys. In addition, we assume that the adversary is computationally bounded, meaning
that it cannot obtain the private keys of processes unless it corrupts them. Furthermore, we
assume that the PKI is in place from the outset. (Recall that we assume a permissioned
setting, so the public keys of the n processes are well-known). These assumptions allow us
to use verifiable random functions, as we now define.

A wverifiable random function (VRF ) is a pseudorandom function that provides a proof of
its correct computation [29]. Given a secret key sk, one can evaluate the VRF on any input
x and obtain a pseudorandom output y together with a proof m, i.e., (y,m) = VRFs ().
From 7 and the corresponding public key pk, one can verify that y is correctly computed
from = and sk using the function VRF-Very(z, (y, 7)). Additionally, a VRF needs to satisfy
uniqueness. More formally, a VRF guarantees the following properties:

Pseudorandomness: for any z, it is infeasible to distinguish y = VRFg(x) from a
uniformly random value without access to sk.

Verifiability: VRF-Ver,;(z, VRF 44 (z)) = true.

Uniqueness: it is infeasible to find x,y1, yo, m1, m2 such that y; # yo but VRF-Ver,;(z,-
(y1,m1)) = VRF-Very,(z, (y2, m2)) = true.

Efficient constructions for VRFs have been described in the literature [16, 19].

Communication. We assume that every pair of processes is connected via a reliable
link. Messages are authenticated in the sense that if a correct process p; receives a message
m indicating that m was sent by a correct process p;, then m was indeed generated by p;
and sent to p;. The network is asynchronous, i.e., there is no bound on message delays.

Complexity. We use the following standard complexity notions [3, 30]. While measuring
complexity, we allow a word to contain a signature, a VRF output, or a value from a finite
domain. We define the duration of an execution as the longest sequence of messages that are
causally related in this execution until all correct processes decide. We measure the expected
word communication complexity of our protocols as the maximum of the expected total
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number of words sent by correct processes and the expected running time of our protocol as
the maximum of the expected duration. In both cases the maximum is computed over all
inputs and applicable adversaries and expectation is taken over the random VRF outputs.

3 Related Work

Lower bounds. Our assumptions conform with a number of known bounds. Deterministic
consensus is impossible in an asynchronous system if even one process may crash (by FLP [18])
and requires 2(n?) communication even in synchronous systems [17]. As for randomized
Byzantine Agreement, Abraham et al. [1] state that disallowing after-the-fact removal is
necessary even in synchronous settings for achieving sub-quadratic communication.

Asynchronous BA and shared coin algorithms. The algorithms we present in this
paper belong to the family of asynchronous BA algorithms, which sacrifice determinism in
order to circumvent FLP. We compare our solutions to existing ones in Table 1.

Ben-Or [9] suggested a protocol with resilience n > 5f. This protocol uses a local coin
(namely, a local source of randomness) and its expected time complexity is exponential
(or constant if f = O(y/n)). Bracha [11] improved the resilience to n > 3f with the same
complexity. The complexity can be greatly reduced by replacing the local coin with a shared
one with a guaranteed success rate.

Later works presented the shared coin abstraction and used it to solve BA with O(n?)
communication. Rabin [33] was the first to do so, suggesting a protocol with resilience
n > 10f and a constant expected number of rounds. Cachin et al. [13] were the first to use
a shared coin to solve BA with O(n?) communication and optimal resilience. Mostefaoui
et al. [30] then presented a signature-free BA algorithm with optimal resilience and O(n?)
messages that uses a shared coin abstraction as a black box; the shared coin algorithm we
provide in Section 4 can be used to instantiate this protocol. All of the aforementioned
algorithms solve binary BA, where the processes’ initial values are 0 and 1; a recent work
solved multi-valued BA with the same O(n?) word complexity [3].

BA algorithms also differ in the cryptographic assumptions they make and the cryp-
tographic tools they use. Rabin’s coin [33] is based on cryptographic secret sharing [35].
Some later works followed suit, and used cryptographic abstractions such as threshold
signatures [3, 13]. Other works forgo cryptography altogether and instead consider a
full information model, where there are no restrictions on the adversary’s computational
power [14, 23]. In this model, the problem is harder, and existing works achieve very low
resilience [23] (n > 400f) or high communication complexity [14]. In this paper we do use
cryptographic primitives. We assume a computationally bounded adversary and rely on the
abstraction of a VRF [29]. VRFs were previously used in blockchain protocols [20, 21, 5] and
were also used by Micali [28] to construct a shared coin in the synchronous model.

Several works [2, 8, 25, 32, 36] solve BA with subquadratic complexity in the so-called
optimistic case (or “happy path”), when communication is timely and a correct process is
chosen as a “leader”. In contrast, we focus on the worst-case asynchronous case.

Committees. We use committees in order to reduce the word complexity and allow
each step of the protocol to be executed by only a fraction of the processes. King and Saia
used a similar concept and presented the first sub-quadratic BA protocol in the synchronous
model [22]. Algorand proposed a synchronous algorithm [20] (and later extended it to
eventual synchrony [15]) where committees are sampled randomly using a VRF. Each process
executes a local computation to sample itself to a committee, and hence the selection of
processes does not require interaction among them. We follow this approach in this paper
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Table 1 Asynchronous Byzantine Agreement algorithms.

Protocol n > Adversary Word complexity  Termination Safety
Ben-Or [9] 5f adaptive o(2") w.p. 1 v
Rabin [33] 10f adaptive O(n?) w.p. 1 v
Bracha [11] 3f adaptive o@2n) w.p. 1 v
Cachin et al. [13] 3f adaptive O(n?) w.p. 1 v
King-Saia [23] 400f adaptive polynomial whp v
MMR  [30] 3f adaptive O(n?) w.p. 1 v
Our protocol ~ 4.5f delayed-adaptive O(n) whp whp

and adapt the technique to the asynchronous model.

Following initial publication of our work, Blum et al. [10] have also achieved subquadratic
BA WHP under an adaptive adversary. Their assumptions are incomparable to ours — while
they strengthen the adversary to remove the delayed adaptivity requirement, they also
strengthen the trusted setup. Specifically, they use a trusted dealer to a priori determine
the committee members, flip the shared coin, and share it among the committee members.
In contrast, we use a peer-to-peer protocol to generate randomness, and require delayed
adaptivity in order to prevent the adversary from tampering with this randomness. As in
our protocol, setup has to occur once and may be used for any number of BA instances.

4 Shared Coin

We describe here an asynchronous protocol for a shared coin with a constant success rate
against the delayed-adaptive adversary. We assume that for every r € N, shared_ coin(r) is
invoked by all correct processes and that the invocation of shared coin(r) by some process p
is causally independent of its progress at other processes. The definition of a shared coin is
given below.

» Definition 2 (Shared Coin). A shared coin with success rate p is a shared object that generates
an infinite sequence of binary outputs. For each execution of the procedure shared__coin(r)
with r € N, all correct processes output b with probability at least p, for any value b € {0,1}.

The pseudo-code for our shared coin is presented in Algorithm 1. Our protocol is composed
of two phases of messages passing. Each process first samples the VRF with its private key
and the protocol’s argument in order to generate a random initial value. For brevity, we
denote by V RF; the VRF with p;’s private key. Using a VRF to generate a random initial
value effectively weakens the adversary as Byzantine processes can neither choose their initial
values nor equivocate. If a Byzantine process would try to act maliciously, the VRF proof
would easily expose it and its message would be ignored.

In each phase of the protocol, each process sends one value to every other process. The
receiver validates the received values using the VRF proofs, which are sent along with
the values. We omit the proof validation from the code for clarity. After two phases of
communication, each process chooses the minimum value it received in the second phase and
outputs its least significant bit. We follow the concept of a common core, as presented by
Attiya and Welch for the crash failure model [6], and argue that if a core of f + 1 correct
processes hold the global minimum value at the end of phase 1, then by the end of the
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following phase all processes receive this value. We exploit the € parameter in our resilience
definition to bound the number of values held by f + 1 correct processes. We show that
this number is linear in n and hence with a constant positive probability, by the end of the
second phase, all correct processes receive the global minimum among the VRF outputs and
therefore produce the same output.

Algorithm 1 Protocol shared__coin(r): code for process p;

1: Initially first-set, second-set = ()
2: vV; VRFZ(’I“)
: send (FIRST, v;) to all processes

w

: upon receiving (FIRST,v;) with valid v; from p; do
if v; <wv; then v; < v;
first-set < first-setU {j}
when |first-set| = n — f for the first time
send (SECOND, v;) to all processes

9: upon receiving (SECOND, v;) with valid v; from p; do

10: if v; <wv; then v; < v;

11: second-set < second-set U {5}

12: when |second-set| = n — f for the first time
13: return LSB(v;)

We now prove that the shared coin has a constant success rate. We say that a value v is
common if at least f 4 1 correct processes receive v by the end of phase 1. Denote by ¢ be
the number of different common values. The next two lemmas give a lower bound on ¢ and
on the probability that the global minimum among the VRF outputs is common.

95,n

» Lemma 3. In Algorithm 1, c > 5n.

Proof. In a given run of the algorithm, define a table T with n rows and n columns, where
for each correct process p; and each 0 < j <n —1, T[i,j] = 1 iff p; receives (FIRST,v) from
p; before sending the second message in line 8. Each row of a correct process contains exactly
n — f ones since it waits for n — f (FIRST, v) messages (line 7). Each row of a faulty process
is arbitrarily filled with n — f ones and f zeros. Thus, the total number of ones in the table
is n(n — f) and the total number of zeros is nf. Let k be the number of columns with at
least 2f + 1 ones. Because each column represents a value and out of the 2f + 1 ones at least
f + 1 represent correct processes that receive this value, ¢ > k. Denote by = the number of
ones in the remaining columns. Because each column has at most n ones we get:

x>n(n—f)—kn. (1)
And because the remaining columns have at most 2f ones:

x <2f(n—k). (2)

Combining (1), (2) we get:

2f(n—k)>n(n—f)—kn

2fn —2fk >n’® — fn—kn
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(n—2f)k >n*—3fn

1_

3 — €)n we get:

Because f = (

n(n—3(%—e)n)_n(1—1+3e)_ 9e
n—2(3—emn B 1—-2+2€ 1+ 6e

c>k> n, as required.

|
Let Upin = mirﬁ {VRF;(r)}. We prove that with a constant probability, it is common.
pi€

» Lemma 4. Problvy,, is common] > £ — 1 +e.

Proof. Notice that we assume that the invocation of shared_coin(r) by each process is
causally independent of its progress at other processes. Hence, for any two processes p;, p;,
the messages (FIRST,v;), (FIRST,v;) are causally concurrent. Thus, due to our delayed-
adaptive adversary definition, these messages are scheduled by the adversary regardless of
their content, namely their VRF random values. Notice that the adversary can corrupt
processes before they initially send their VRF values. Since the adversary cannot predict the
VRF outputs of the processes, the probability that the process holding v;,;,, is corrupted before
sending its FIRST messages is at most % The adversary is oblivious to the correct processes
VRF values when it schedules their first phase messages. Therefore, each of them has the

)

same probability to become common. Since at most f common values originate at Byzantine

processes, this probability is at least :L:J} We conclude that v, is common with probability
- (3=e)nyc=(5-¢) —(3-¢) )
ot Teast (1~ £)326 = (1~ U5 =Gt — 3y gt o e
<

We next observe that if v, is common, then it is shared by all processes.
» Lemma 5. If v, is common then each correct process holds vimin at the end of phase 2.

Proof. Since v, is common, at least f 4 1 correct processes receive it by the end of phase
1 and update their local values to v,,;,. During the second phase, each correct process hears
from n — f processes. This means that it hears from at least one correct process that has
updated its value to v, and sent it. <

» Lemma 6. The coin’s success rate is at least %

Proof. We bound the probability that all correct processes output b € {0,1} as follows:
Problall correct processes output b | > Problall correct processes have the same v; at the

end of phase 2 and its LSB is b] > Prob[all correct processes have v; = Uy at the end of

phase 2 and its LSB is b] = % - Prob[all correct processes have v; = vy, at the end of phase

Lemma 5 Lemma 4 Lemma 3

1 . 1/c 1 18€%4+24e—1
2] > 5-Problvmi, is common] > (£ —z24¢€) > ﬁ.

<«

» Remark 7. Notice that for € = % (i.e., f = 0) it holds that the coin’s success rate is % and
we get a perfect fair coin.

We have shown a bound on the coin’s success rate in terms of €. Since ¢ > 0.109, the
coin’s success rate is a positive constant. We next prove that the coin ensures liveness.
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» Lemma 8. If all correct processes invoke Algorithm 1 then all correct processes return.

Proof. All correct processes send their messages in the first phase. As up to f processes
may be faulty, each correct process eventually receives n — f (FIRST, z) messages and sends
a message in the second phase. As n — f correct processes send their messages, each correct
process eventually receives n — f (SECOND, z) messages and returns. <

From Lemma 6 and Lemma 8 we conclude:

L 18¢2424e—1

» Theorem 9. Algorithm 1 implements a shared coin with success rate at leas 6(1360)

Complexity. In each shared coin instance all correct processes send two messages to all
other processes. Each of these messages contains one VRF output (including a value and a
proof), in addition to a constant number of bits that identify the message’s type. Therefore,
each message’s size is a constant number of words and the total word complexity of a shared
coin instance is O(n?).

We have presented a new shared coin in the asynchronous model that uses a VRF. This
coin can be incorporated into the Byzantine Agreement algorithm of Mostefaoui et al. [30],
to yield an asynchronous binary Byzantine Agreement with resilience f = (1 — €)n, a word

3
complexity of O(n?), and O(1) expected time.

5 Committees

5.1 Validated committee sampling

With the aim of reducing the number of messages and achieving sub-quadratic word com-
plexity, it is common to avoid all-to-all communication phases [20, 22]. Instead, a subset
of processes is sampled to a committee and only processes elected to the committee send
messages. As committees are randomly sampled, preventing the adversary from corrupting
their members, each committee member cannot predict the next committee sample and send
its message to all other processes. Potentially, if the committee is sufficiently small, this
technique allow committee-based protocols to result in sub-quadratic word complexity.

Using VRF5s, it is possible to implement validated committee sampling, which is a primitive
that allows processes to elect committees without communication and later prove their election.
It provides every process p; with a private function sample; (s, \), which gets a string s and
a threshold 1 < A < n and returns a tuple (v;, 0;), where v; € {true, false} and o; is a proof
that v; = sample;(s, ). If v; = true we say that p; is sampled to the committee for s and
A. The primitive ensures that p; is sampled with probability % In addition, there is a
public (known to all) function, committee-val(s, A, i, 0;), which gets a string s, a threshold A,
a process identification ¢ and a proof o;, and returns true or false.

Consider a string s. For every 4, 1 <14 < n, let (v;,0;) be the return value of sample,(s, \).
The following is satisfied for every p;:

committee-val(s, \, i, 0;) = v;.

If p; is correct, then it is infeasible for the adversary to compute sample; (s, A).

It is infeasible for the adversary to find (v,0) s.t. v # v; and committee-val(s, A, i,0) =
true.

We refer to the set of processes sampled to the committee for s and A as C(s, A). In this

paper we set A to 8Inn. Let d be a parameter of the system such that max{%, 0.0362} < d <

5= 3%\ Our committee-based protocols can no longer wait for n — f processes. Instead, they
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wait for W £ [(% + 3d))\-‘ processes. We show that whp at least W processes will be correct
in each committee sample and hence waiting for this number does not compromise liveness. In
addition, instead of assuming f Byzantine processes, our committee-based protocols assume
that whp the number of Byzantine processes in each committee is at most B = L(% — d))\J.
The following claim is proven in Appendix A using Chernoff bounds.

> Claim 10. For a string s and A = const - Inn the following hold with high probability:

(S1) |C(s,A\)] < (1 +a)A

(S2) |C(s,\)] > (1 =)\

(S3) At least W processes in C(s, \) are correct.
(S4) At most B processes in C(s, A) are Byzantine.

If a protocol uses a constant number of committees, then with high probability, Claim 10
holds for all of them. If, however, a protocol uses a polynomial number of committees then
it does not guarantee the properties of this claim. The following corollaries are derived from
Claim 10 and are used to ensure the safety and liveness properties of our protocols that use
committees (a full proof is in Appendix A). Intuitively, S3 allows the protocol to wait for W
messages without forgoing liveness. Property S5 below shows that if two processes wait for
sets P; and P, of this size, then they hear from at least B + 1 common processes of which,
by S4, at least one is correct.

» Corollary 11 (S5). Consider C(s,\) for some string s and some A = const - Inn and two
sets Pl,PQ (- C(S,)\) s.t |P1‘ = |P2| =W. Then, |P1 ﬂP2| 2 B+1

The following property is used to show that if B + 1 correct processes hold some value,
and some correct process waits for messages from W processes, then it hears from at least
one correct process that holds this value.

» Corollary 12 (S6). Consider C(s,A) for some string s and some A = const - Inn and two
sets Pl,PQ C 0(87)\) s.t |P1‘ =B+1 and |P2‘ =W. Then, |P1 ﬂPg\ > 1.

5.2 WHP Coin

We now employ committee sampling to reduce the word complexity of our shared coin. Our
new protocol is called whp_ coin. As before, we assume that for every r € N, the invocation
of whp__coin(r) by some process p is causally independent of its progress at other processes.
We now define the WHP coin abstraction:

» Definition 13 (WHP Coin). A WHP coin with success rate p is a shared object exposing
whp__coin(r), r € N at each process. If all correct processes invoke whp__coin(r) then, whp
(1) all correct processes return, and (2) all of them output the same value b with probability
at least p, for any value b € {0,1}.

The whp__coin protocol is presented in Algorithm 2. It samples two committees, one for
each communication step. In each step, only the processes that are sampled to the committee
send messages. However, since the committee samples are unpredictable, messages are sent
to all processes. With committees, processes can no longer wait for n — f messages. Instead
they wait for W messages. Since a constant number of committees is sampled in the protocol,
Claim 10 holds for all of them and by S3, all processes receive W messages, ensuring liveness.

In Appendix B we adapt the coin’s correctness proof given in Section 4 to the committee-
based protocol, proving the following theorem:
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Algorithm 2 Protocol whp_ coin(r): code for process p;

1: Initially first-set, second-set = 0, v; = oo
2: if sample,(FIRST, \) = true then

3: Vi VRFl(T)

4: send (FIRST,v;) to all processes

5: upon receiving (FIRST,v;) with valid v;

from validly sampled p; do
6 if sample;(SECOND, A) then
7: if v; < v; then v; < v,
8 first-set < first-set U{j}
9 when |first-set| = W for the first time
10: send (SECOND, v;)) to all processes

11: upon receiving (SECOND,v;) with valid v;
from validly sampled p; do

12: if v; <wv; then v; < v;

13: second-set < second-set U{j}

14: when |second-set| = W for the first time
15: return LSB(v;)

» Theorem 14. Algorithm 2 implements a WHP coin with a constant success rate.

Complexity. In each whp_ coin instance using committees all correct processes that
are sampled to the two committees (lines 2,6) send messages to all other processes. Each of
these messages contains a VRF output (including a value and a proof), a VRF proof of the
sender’s election to the committe and a constant number of bits that identify the type of
message that is sent. Therefore, each message’s size is a constant number of words and the
total word complexity of a WHP coin instance is O(nC') where C is the number of processes
that are sampled to the committees. Since each process is sampled to a committee with
probability %, we get a word complexity of O(nA) = O(nlogn) = 6(71) in expectation.

6  Asynchronous sub-quadratic Byzantine Agreement

We adapt the Byzantine Agreement algorithm of Mostefaoui et al. [30] to work with commit-
tees. Our protocol leverages an approver abstraction, which we implement in Section 6.1
and then integrate it into a Byzantine Agreement protocol in Section 6.2.

6.1 Approver abstraction

The approver abstraction is an adaptation of the Synchronized Binary-Value Broadcast
(SBV-broadcast) primitive in [30]. It provides processes with the procedure approve(v), which
takes a value v as an input and returns a set of values.

» Assumption 1. Correct processes invoke the approver with at most 2 different values.
Under this assumption, an approver satisfies the following;:

» Definition 15 (Approver). In an approver instance the following properties hold whp:
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Validity. If all correct processes invoke approve(v) then the only possible return value of
correct processes is {v}.

Graded Agreement. If a correct process p; returns {v} and another correct process p;
returns {w} then v = w.

Termination. If all correct processes invoke approve then approve returns with a non-empty
set at all of them.

Our approver uses different committees for different message types, as illustrated in Fig. 1.
Importantly, the protocol satisfies the so-called process replaceability [20] property, whereby
a correct process selected for a committee C' broadcasts at most one message in its role as a
member of C. Thus, our delayed-adaptive adversary can learn of a process’s membership in
a committee only after that process ceases to partake in the committee. This allows us to
leverage the sampling analysis in the previous section. For clarity of the presentation, we
discuss the algorithm here under the assumption that properties S1-S6 hold for all sampled
committees. As shown above, these hold whp for each committee, and the algorithm employs
a constant number of committees, so they hold for all of them whp.

C(init,A)

00.. o..oee ... @&
7/ NN

C(echo v, 1) C(echo v,,A)

[ oo [.../@/QQJ

C(ok,)

Loee ...
i~

v

A0

Figure 1 Committees sampled in Algorithm 3.

The approver’s pseudo-code appears in Algorithm 3. It consists of three phases — init,
echo, and ok. In each phase, committee members broadcast to all processes. Messages are
validated to originate from legitimate committee members using the committee-val primitive;
this validation is omitted from the pseudo-code for clarity. In the first phase, each init
committee member broadcasts its input value to all processes.

The role of the echo phase is to “boost” values sent by sufficiently many processes in the
init phase, and make sure that all correct processes receive them. “Sufficiently many” here
means at least B + 1, which by S4 includes at least one correct process. Ensuring process
replaceability in the echo phase is a bit tricky, since committee members must echo every
value they receive from least B + 1 processes, and there might be two such values. (Recall
that we assume that correct processes invoke the protocol with at most two different values,
so there cannot be more than two values that exceed this threshold). To ensure that each
committee member broadcasts at most once, we sample a different committee for each value.
That is, the value v is part of the string passed to the sample function for this phase.

When a member of the ok committee receives (ECHO, v) messages from W different

members of the same echo committee for the first time, it broadcasts an (OK,v) message.
Note that the process sends an ok message only for the first value that exceeds this threshold.

An (0K, v) message includes, as proof of its validity, W signed (ECHO, v) messages. Again,
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the proof and its validation are omitted from the pseudo-code for clarity. Once a correct
process receives W valid OK messages, it returns the set of values in these messages.

Algorithm 3 Protocol approve(v;): code for process p;

1: if sample;(INIT, ) = true then broadcast (INIT,v;)

2: upon receiving (INIT,v) from B + 1 different processes do
if sample;((ECHO,v), \) = true then broadcast (ECHO, v)

w

4: upon receiving (ECHO, v) from W different processes do
5: if sample;(OK, \) = true A haven’t sent any (OK, *) message then
6: broadcast (OK,v)

7: upon receiving (0K, ) from W different processes do
8: return the set of values received in these messages

We next prove that Algorithm 3 implements an approver.

» Lemma 16 (Validity). If all correct processes invoke approve(v) then the only possible
return value of correct processes is {v} whp.

Proof. By Claim 10 S4 holds whp for the four sampled committees. It remains to show
that S4 implies validity. Since by S4 the number of Byzantine processes sampled to the init
committee in line 1 is at most B, no process receives B + 1 messages with a value w # v.
Thus, no correct process echoes (ECHO,w) in line 3. Because the number of Byzantine
processes in C'((ECHO, w), \) in line 3 is also at most B, no correct process receives more than
B (ECHO, w) messages. As a result, since B < W, no (OK, w) message is sent by any correct
process. Since ok messages carry proofs, no Byzantine process can send a valid (0K, w) either.
Therefore, the only possible value in the ok messages is v, and no other value is returned. <«

» Lemma 17 (Graded Agreement). If a correct process p; returns {v} and another correct
process p; returns {w} then v =w whp.

Proof. By Claim 10 and Corollary 11, S4 and S5 hold whp for the four sampled committees.
We show that S4 and S5 imply graded agreement. Assume p; returns {v} and p; returns
{w}. Then p; receives W (OK, v) messages and p; receives W (0K, w) messages. By S5, two
sets of size W intersect by at least (% — d)A + 1 processes. Hence, since by S4 there are at
most B Byzantine processes in the ok committee, there is at least one correct process py
whose ok message is received by both p; and p; whp. It follows that pj sends (OK,v) and
(0K, w). Since every correct process sends at most one ok message (line 5), v = w. <

» Lemma 18 (Termination). If all correct processes invoke approve then at every correct
process approve returns with a non-empty set whyp.

Proof. By Claim 10 S3 holds whp. We show that S3 implies termination. Because all correct
processes invoke approve, every correct init committee member in line 1 sends (INIT,v;).
Notice that %W > (% — d)A > B. Hence, since the number of correct processes in the init
committee is at least W (S3) and correct processes may send at most two different initial
values (Assumption 1), one of them is sent by at least B + 1 correct processes. Denote this
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value by v. Every correct process receives this value from B+ 1 processes, and if it is sampled
to C((ECHO, v), A) in line 3 then it sends it to all other processes. Since C'({(ECHO, v}, \) also

has at least W correct processes (S3), every correct process p receives W (ECHO, v) messages.

If p is sampled to the ok committee in line 5 and at this point p has not yet sent an (0K, *)
message, it sends one. Since there are at least W correct processes that are sampled to the ok
committee (S3) and they all send OK messages (possibly for different values), every correct
process receives W OK messages and returns the non-empty set of approved values. <

From Lemmas 16,17,18, we conclude the following theorem:
» Theorem 19. Algorithm 3 implements an approver.

Complexity. In each approver instance correct processes that are sampled to the
four committees (lines 1,3,5) send messages to all other processes. The committee size is
O(A\) = O(logn) whp. Messages contain values, VRF proofs of the sender’s election to the
committee, signatures of O(\) committee members, and a constant number of bits that
identify the type of message that is sent. Therefore, each message’s size is at most O(\) words
and the total word complexity of a shared coin instance is O(nA2) = O(nlog?n) = O(n) in
expectation. The A% appears in the expression due to the signatures of O()\) processes sent

along the ok messages.

6.2 Byzantine Agreement WHP

Our next step is solving Byzantine Agreement whp, formally defined as follows:

» Definition 20 (Byzantine Agreement WHP). In Byzantine Agreement WHP, each correct
process p; € 11 proposes a binary input value v; and decide on an output value decision; s.t.
with high probability the following properties hold:

Validity. If all correct processes propose the same value v, then any correct process that
decides, decides v.

Agreement. No two correct processes decide differently.

Termination. Every correct process eventually decides.

We present the pseudo-code for our algorithm in Algorithm 4. Our protocol executes in
rounds. Each round consists of two approver invocations and one call to the WHP coin. Again,
we discuss the algorithm assuming S1-S6 hold. We will argue that the algorithm decides in
a constant number of rounds whp, and so these properties hold for all the committees it
uses. The local variable est; holds p;’s current estimate of the decision value. The variable
decision; holds p;’s irrevocable decision. It is initialized to L and set to a value in {0, 1} at
most once. Every process p; begins by setting est; to hold its initial value. At the beginning
of each round processes execute the approver with their est values. If they return a singleton
{v}, they choose to invoke the next approver with v as their proposal and otherwise they
invoke the next approver with L. By the approver’s graded agreement property, different
processes do not return different singletons. Thus, at most two different values (L and one in
{0,1}) are given as an input by correct processes to the next approver, satisfying Assumption
1.

At this point, after all correct processes have chosen their proposals, they all invoke the
WHP coin in line 8 in order to select a fall-back value. Notice that executing the WHP coin
protocol after proposals have been set prevents the adversary from biasing proposals based
on the coin flip. Then, in in line 9, all processes invoke the approver with their proposals. If
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a process does not receive L in its return set, it can safely decide the value it received. It
does so by updating its decision variable in line 13. If it receives some value other than 1 it
adopts it to be its estimated value (line 18), whereas if it receives only L, it adopts the coin
flip (line 16). If all processes receive L in line 4 then the probability that they all adopt the
same value is at least 2p, where p is the coin’s success rate. If some processes receive v, then
the probability that all the processes that adopt the coin flip adopt v is at least p. With high
probability, after a constant number of rounds, all correct processes have the same estimated
value. By validity of the approver, once they all have common estimate, they decide upon it
within 1 round.

Algorithm 4 Protocol Byzantine Agreement(v;): code for process p;

1: est; < v; 9: props < approve(propose;)

2: decision; + L 10: if props = {v} for some v # L then
11: est; < v

3: forr=0,1,... do 12: if decision; = 1 then

4 vals < approve(est;) 13: decision; < v

5: if vals = {v} for some v then 14: else

6 propose; <~ v 15: if props = {L} then

7 otherwise propose; <+ L 16: est; < ¢
17: else > props = {v, L}

8: ¢ < whp_ coin(r) 18: est; < v

We now prove our main theorem:

» Theorem 21. Algorithm 4 when using an approver (Definition 15) and a WHP coin
(Definition 13) solves Byzantine Agreement whp (Definition 20).

We first show that Algorithm 4 satisfies the approver and WHP coin primitives’ as-
sumptions whp. Proving this allows us to use their properties while proving Theorem
21.

» Lemma 22. For every round r of Algorithm 4 the following hold:

1. All correct processes invoke approve with at most 2 different values.

2. The invocation of whp__coin(r) by a correct process p is causally independent of its progress
at other processes.

Proof. 1. It is easy to see, by induction on the number of rounds, that since the processes’

inputs are binary and we use a binary coin, the est of all processes is in {0,1} at the
beginning of each round. Hence, the approver in line 4 is invoked with at most two
different values. Due to its graded agreement property, all processes that update their
propose to v # L in line 6 update it to the same value whp. Thus, whp, in line 9 approver
is invoked with either v or L.
2. Correct processes call whp__coin(r) without waiting for indication that other processes
have done so.
<

Next, we show that for any given round of the algorithm, (1) whp all processes complete
this round, and (2) with a constant probability, they all have the same estimate value by its
end.
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» Lemma 23. If all correct processes begin round r of Algorithm 4 then whp:

1. All correct processes complete round r, i.e. they’re not blocked during round r.

2. With probability greater than p, where p is the success rate of the WHP coin, all correct
processes have the same est value at the end of round r.

Proof. First, if all correct processes begin round r then they all invoke the approver in line
4. Their invocation returns whp so they all invoke the coin in line 8, and so it returns and
all invoke approve in line 9, and so it also returns, proving (1). To show (2), consider the
possible scenarios with respect to the approver’s return value:
All correct processes return singletons in line 4:
By the approver’s graded agreement, whp they return {v} with the same value v. Hence,
all correct processes update their propose to v. Then, they all execute approve(v) in line
9, and by validity, they all return {v} whp. In this case they all update est < v.
All correct processes return {0, 1} in line 4:
All correct processes update their propose value to L. Then, they all execute approve(.L)
in line 9, and by validity, they return {1} whp. In this case, all correct processes then
update their estimate value to the coin flip (line 16). With probability at least 2p all
correct processes toss the same v € {0, 1}.
Some, but not all correct processes return singletons in line 4:
By graded agreement, all singletons hold the same value v. Thus, all correct processes
propose v or L and by validity return {v}, {v, L}, or {L} in line 9. We examine two
possible complementary sub-cases:

If some correct process returns {v} in line 9: By approver’s graded agreement, no
correct process returns {_L} in line 9, whp. Thus, whp, all correct processes update
their estimate value to v (in line 11 or 18).

If no correct process return {v} in line 9: All correct processes returns {v, L} or { L}
in line 9. All correct processes either update their estimate value to the coin flip of the
WHP coin (line 16) or to v (line 18). Since the value v is determined before tossing
the coin, the adversary cannot bias v after viewing the coin flip and with probability
at least p all correct processes that adopt the coin’s value toss v.

In all cases, with probability greater than p all correct processes have the same est value
at the end of r, whp. <

The following lemmas indicate that the Byzantine Agreement whp properties are satisfied,
which completes the proof of Theorem 21.

» Lemma 24. (Validity) If at the beginning of round r of Algorithm 4 all correct processes
have the same estimate value v, then whp any correct process that has not decided before
decides v in round r.

Proof. If all correct processes start round r then by Lemma 23 they all complete round r.
Since they all being with the same estimate value v, they all execute approve(v) in line 4.

Hence, by approver’s validity and termination, whp they all return the non-empty set {v}
and update their propose values to v. Then, they all execute approve(v) for the second time
in line 9, and due to the same reason, they all return {v} whp. Any correct process that has
not decided before decides v in line 13. <

» Lemma 25. (Termination) Every correct process decides whp.
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Proof. By Lemma 23, for every round r of Algorithm 4, with probability greater than p,
where p is the success rate of the WHP coin, all correct processes have the same est value at
the end of » whp. Hence, by Lemma 24, with probability greater than p, all correct processes
decide by round r + 1 whp. It follows that the expected number of rounds until all processes
decide is bounded by %, which is constant. Thus, by Chebyshev’s inequality, whp all correct
processes decide within a constant number of rounds. <

» Lemma 26. (Agreement) No two correct processes decide different values whp.

Proof. Let r be the first round in which some process p; decides on some value v € {0,1}.
Thus, p;’s invocation to approver in line 9 of round r returns {v}. If another correct process
p; decides w in round 7 then its approver call in line 9 of round r returns {w}. By approver’s
graded agreement, v = w whp. Consider a correct process pi that does not decide in round
r. By the definition of r, p; hasn’t decided in any round ' < r. By approver’s graded
agreement, whp, py returns {v, L} in line 9 of round r, and p; updates its est; value to v
in line 18. It follows that whp all correct processes have v as their estimate value at the
beginning of round r + 1. By Lemma 24, every correct process that has not decided in round
r decides v in round r + 1 whp. <

Complexity. In each round of the protocol, all correct processes invoke two approver
calls and one WHP coin instance. Due to the constant success rate of the WHP coin,
the expected number of rounds before all correct processes decide is constant. Thus, due
to the word complexity of the WHP coin and approver, the expected word complexity is
O(nlog?n) = O(n) and the time complexity is O(1) in expectation.

7 Conclusions and Future Directions

We have presented the first sub-quadratic asynchronous Byzantine Agreement algorithm. To
construct the algorithm, we introduced two techniques. First, we presented a shared coin
algorithm that requires a trusted PKI and uses VRFs. Second, we formalized VRF-based
committee sampling in the asynchronous model for the first time.

Our algorithm solves Byzantine Agreement with high probability. It would be interesting
to understand whether some of the problem’s properties can be satisfied with probability 1,
while keeping the sub-quadratic communication cost. In addition, in order to achieve the
constant success rate of the coin and guarantee the committees’ properties, we bounded €
from below by a constant. This bound prevented us from achieving optimal resilience. The
question whether it is possible to relax this bound to allow better resilience remains open.
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Appendix A Sampling proofs

> Claim 27. For a string s and A = const - Inn the following hold with high probability:

(S1) |C(s,N)] < (1 +ad)A.

(S2) |C(s,A\)| > (1 —a)\.

(S3) At least W processes in C(s, \) are correct.
(S4) At most B processes in C(s, A) are Byzantine.

Proof. Recall that d is a parameter of the system such that max{},0.0362} < d < § — 3.
In order to prove these properties we use two Chernoff bounds:
Suppose X1, ..., X,, are independent random variables taking values in {0,1}. Let X
denote their sum and let E[X] denote the sum’s expected value.

_5%2B[X]
52 B[X]
VO<§<1: PriX<(1-0)E[X]||<e 2 (4)

» Lemma 28 (S1). |C(s,A)| < (1 + d)A whp.

Proof. Let X be a random variable that represents the number of processes that are sampled
to C(s,A). X ~ Bin(n, %ln")), thus E[X] = const - Inn.
Placing 6 =d > 0 in 3 we get:

d%const-lnn

PriX > (1+d)const-lnn] <e” 2+

Denote by c¢; the constant %. We get:

Pr[X > (1+d)const -Inn] < e~ 1nm,

Thus,

1 1
PriX < (1+d)const-Inn] = Pr[X < (1+d)A\] >1— et = 1-— e
» Lemma 29 (S2). |C(s,\)| > (1 —d)\ whp.

Proof. Let X be a random variable that represents the number of processes that are sampled
to C(s,\). X ~ Bin(n, €rstinn) thus E[X] = const - lnn.

n

Placing 0 = d it holds that 0 < § < 1 in 4 and we get:

d%const-lnn
2

Pr(X > (1 —d)const-Inn] < e~

Denote by co the constant % We get:

Pr[X > (1 —d)const - Inn] < e~c2lnm,
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Thus,

PriX < (1—d)const-lnn] =Pr{X <(1—-d)A\] >1- . 1-

ec2 Inn nez :

» Lemma 30 (S3). At least W processes in C(s, \) are correct whp.

Proof. Let X be a random variable that represents the number of correct processes that
are sampled to C(s, A). X ~ Bin((3 + e)n, cnstdnn) thus B[X] = (2 + €)const - Inn. Let

2 ’ 2 ’ 2 1 2 2 1
; 1 . o §+d - §+d 1 §+3d+f _ §+e—§—3d—x
zi —1 3d+1x Notice that 1 e <1 and a2lso ,1 e = 1 T = T >
ﬁ%idj > 0. Hence, we can put § =1 — Sgii in (4) and get:
3 3
2.
244 9 (1——3;; )2(3+e)constlnn
53 3 €
PriXx<(1-(1- 32 ))(§+e)const~lnn] <e~ 2 ,
3
2 ’
9 i d 2 (1— 3;:’ )2(2+e)constInn
2 I
PriX < (3 )= +€)const - Inn] <e” 7 ,
3 + € 3
2 ’
9 (1— 3;;: )2(2+e)constlnn
3
Pr[X < (= +d)const-Inn] < e~ z
3
2.4
const-(1— 32+€ )2(%+6)
Denote by c3 the constant 5 . We get:

2 . P
PriX < (§ +d')const - Inn] < e~nn,

Thus,

2 2 1 1
PriX > (§ +d')const - lnn] = Pr[X > (§ +d N >1———=1-

ecslnn nes :

To this point we’'ve proved that at least (% + d')\ processes in C(s, \) are correct whp. It
follows that at least (% +3d+ 1)A = (% + 3d)A\ + 1 processes in C(s,\) are correct whp.
As [(2 +3d)A] < (2 +3d)A + 1 we conclude that at least W = [(2 + 3d)A] processes in
C(s, A\) are correct whp.
<

» Lemma 31 (S4). At most B processes in C(s,\) are Byzantine whp.

Proof. Let X be a random variable that represents the number of Byzantine processes that
are sampled to C(s, A). X ~ Bin((3 — e)n, €ty thus F[X] = (1 — €)const - Inn.
Placing § = i_i > 01in (3) we get:

1_
3

(i;de)z(%—e)const-lnn
-

—d 1 .
PriX>(1+ ii)(g —€)const -Inn] < e e ,
-
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[CET)
L_d 1 a ggiﬁ*d)
PriXx > (3 )(z —€)const - Inn] < e LR
3 € 3
(D2 st
1 e
)
PriX > (5 —d)const -lnn] <e A
const-i(eij>2
Denote by ¢4 the constant ———3-—"—. We get:
2+(¥)
1 —calnn
PriX > (5 —d)const - lnn] < e ",
Thus,
1 1 1 1
PriX < (g —d)const -Inn] = Pr[X < (g —d)A\>1—- cerlin = 1 ea
Since X must be an integer, it follows that X < B = \_ % — d)/\J whp.
<
<

» Corollary 32 (S5). Consider C(s,\) for some string s and some A = const - lnn and two
sets Py, Py C C(s, ) s.t |Py| = |Pe| =W. Then, |PPNPy| > B+1.

Proof. The set P, contains at most |C(s, A) \ P1| processes that aren’t in P;. By S1, and
since P; C C(s, \):

C(s M\ Py < (14 d)A—W = (1+d)A— [(g + 3d)A1 < (1+d)>\f(§+3d))\ _ (%fm)x.

The remaining processes in P, are also in Py, so

ARy > W — (% —2d)A = {(g + 3d))\-‘ —(%—Qd))\ > (§+3d))\—(% “2d)) = (L4500

3
Finally,
1 1 1 6
as requested. <

» Corollary 33 (S6). Consider C(s,\) for some string s and some A = const - Inn and two
sets Pi, Py C C(s,\) s.t|Pi|=B+1and |P| =W. Then, |PLN Pa| > 1.

Proof. The set P, contains at most |C(s, A) \ Py| processes that aren’t in P;. By S1, and
since P; C C(s, \):

1 1 2
[C(s, M)\P1| < (14+d)A—(B+1) = (1+d)A—( {(3 - d)AJ +1) < (1+d)/\—((§—d)/\—1)—1 = (§+2d))\.
Therefore,
2 2 2 2 2 A
| Po|—|C (s, M\ Py| > Wf(§+2d))\ = (§ + 3d)\ 7(§+2d)>\ > (§ + 3d))\f(§+2d))\ =dX\ > 3= 1,
and so |P1 N Py| > 1, as requested. <
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Appendix B WHP Coin Proofs

In the committee-based protocol, a value v is common if at least B 4+ 1 correct processes in
C(SECOND, \) have v; = v at the end of phase 1. The next lemma adapts the lower bound of
Lemma 3 on the number of common values to the committee-based protocol.

d(11—3d)
1+9d A

» Lemma 34. In Algorithm 2 whp, ¢ >

Proof. Let n; = |C(FIRST, A)|, n2 = |C(SECOND, A)|. We define a table T with ny rows and
n1 columns. For each correct process p; € C(SECOND,\) and each 0 < j <mn; —1,T[i,j] =1
iff p; receives (FIRST,v) from p; € P; before sending the SECOND message in line 10. Each
row of a correct process contains exactly W ones since it waits for W (FIRST, v) messages
(line 9). Each row of a faulty process in C'(SECOND, A) is arbitrarily filled with W ones and
n1 — W zeros. Thus the total number of ones in the table is ny W and the total number
of zeros is ng(ny — W). Let k be the number of columns with at least 2B + 1 ones. Each
column represents a value sent by a process in C(FIRST, A). By S4, whp, at most B of the
processes that receive this value are Byzantine. Thus, whp, out of any 2B + 1 ones in each
of these columns, at least B 4+ 1 represent correct processes that receive this value and it
follows that ¢ > k.

Denote by x the number of ones in the remaining columns. Because each column has at
most ng ones we get:

2 2
z > noW — kng = no ’7(3 + 3d))\—‘ — kng > ng(g + 3d))\ — kno. (5)
And because the remaining columns have at most 2B ones:
1 1

Combining (1), (2) we get:
1 2
2(3 —d)A(n1 — k) > ng(g + 3d)A — kng

s — m(% —d) > nQ(g +3d)A— 2(% — d)my

F(ns — 2/\% —d) > A(nQ(g +3d) — 2(% ~dny)

k> A(n2(3 +3d) = 2(3 — d)my)
ng — 2)\(% — d)

By S2 for C(SECOND, \), whp n2 > (1 — d)A and we get:

AL = DAG +3d) —2(4 — d)ny)

k>
- T?Q*Q)\(%*d)
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By S1 for C(FIRST, A) and C'(SECOND, \), whp n1,ns < (1 + d)X and we get:

)\(1—d))\(§+3d)—2(%—d)(1+d))\] A[(1—d)(§+3d)—2(§—d)(1+d)
k2 1+ dr—2x1 —d) - 11d) 20 —d)

Finally, we get whp:

d(11 — 3d)

A
1+9d

c>k>
as required.
<

Let Umin = min  {VRF;(r)}. Similiarly to Lemma 4, we prove that the probability
p; €C(FIRST,\)

that it is common is bounded by a constant, whp. Le., we show that Prob[vm, is common] >
const - g(n) where g(n) goes to 1 as n goes to infinity.

c—B

» Lemma 35. whp Prob[vmin is common] > ﬁ B

Proof. Notice that we assume that the invocation of whp_ coin(r) by every process is
causally independent of its progress at other processes. Hence, for any two processes
pi,pj € C(FIRST, A), the messages (FIRST, v;), (FIRST, v;) are causally concurrent. Thus, due
to our delayed-adaptive adversary definition, these messages are scheduled by the adversary
regardless of their content, namely their VRF random values. Notice that the adversary can
corrupt processes before they initially send their VRF values. By S4 there are at most B
Byzantine processes in C'(FIRST, A). Since the adversary cannot predict the VRF outputs, the
probability for a given process to be corrupted before sending its FIRST messages is at most
m. The adversary is oblivious to the correct processes’ VRF values when it schedules
their first phase messages. Therefore, each of them has the same probability to become
common. Since at most B common values are from Byzantine processes, this probability
We conclude that vy, is common with probability at least

By S1 and S2 we get that (1 — d)A < |C(FIRST, \)| < (1 +d)A

3 c—B
is at least W

B —B
(1- [C(FIRST,\) | ) \C(FIRCST,)\)|—B'

whp.
Thus, whp, vpmin is common with probability at least (1 — ﬁ)ﬁ =(1-
I_(%fd)AJ) c—B > (1 _ (%_d))‘) c—B _ 2 . c—B
—adr /O+rdr—B = (A—dx ) O+d)r—B = 30-d)  (A+dr—B"
|

» Lemma 36. If v, is common then whp each correct process holds Vi, at the end of
phase 2.

Proof. Since v, is common, at least B 4+ 1 correct members of C'(SECOND, A) receive it
by the end of phase 1 and update their local values to v,,;,. During the second phase, each
correct process hears from W members of C'(SECOND, A) whp. By S6, this means that it hears
from at least one correct process that has updated its value to v,,;, and sent it whp. <

18d%+27d—1

» Lemma 37. Let p = 3(5+6d)(1—d)(1+94) -

rate p, whp.

Algorithm 2 implements a shared coin with success
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Proof. Denote n; = |C(FIRST, A)|. We bound whp the probability that all correct processes
output b € {0,1} as follows:

Problall correct processes output b] > Prob|all correct processes have the same v; at the
end of phase 2 and its LSB is b] > Problall correct processes have v; = v, at the end

Lemma 36
of phase 2 and its LSB is b] = I - Prob[all correct processes have v; = U] >
Lemma 35 Lemma 34 d1-3d) y p
1, g 1,_2 | _cB 1 . Tifod
5 - Problumin is common] 2 2 301-d)  (+d)r—B 2 3(1-d) = (1+d)r—B
d(11-3d d(11-3d d?427d—
wAf I_(%de‘J 1 (1+9d )Af(%fd))‘ 1 AL 27+dz+73 5

1 — . 1.
3(1—d) (A+d)A—[(3—d)A] Z 3(1—d) ~ A+d)r—((T—d)x—1) — 3(1—d) = X(Z+2d)+1 = 3(1—d)
AL e or
AZ+2d)+x — 3(5+6d)(1—d)(149d)"

<«

We have shown a bound on the coin’s success rate whp. Since d > 0.0362, the coin’s
success rate is a positive constant whp. We next prove that the coin ensures liveness whp.

» Lemma 38. If all correct processes invoke Algorithm 2 then all correct processes return
whp.

Proof. All correct processes in C(FIRST, A) send their message in the first phase. At least
W of them are correct whp by S3. All correct processes in C'(SECOND, \) eventually receive
W (FIRST, z) messages whp and send a message in the second phase. As ,whp, again W
correct processes send their messages (by S3), each correct process eventually receives W
(SECOND, z) messages and returns whp. <

From Lemma 37 and Lemma 38 we conclude:

» Theorem 14. Algorithm 2 implements a WHP coin with a constant success rate.
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—— Abstract

We formalize Byzantine linearizability, a correctness condition that specifies whether a concurrent

object with a sequential specification is resilient against Byzantine failures. Using this definition, we
systematically study Byzantine-tolerant emulations of various objects from registers. We focus on
three useful objects— reliable broadcast, atomic snapshot, and asset transfer. We prove that there
exist n-process f-resilient Byzantine linearizable implementations of such objects from registers if
and only if f < 3.
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1 Introduction

Over the last decade, cryptocurrencies have taken the world by storm. The idea of a decen-
tralized bank, independent of personal motives has gained momentum, and cryptocurrencies
like Bitcoin [23], Ethereum [25], and Diem [8] now play a big part in the world’s economy.
At the core of most of these currencies lies the asset transfer problem. In this problem, there
are multiple accounts, operated by processes that wish to transfer assets between accounts.
This environment raises the need to tolerate the malicious behavior of processes that wish to
sabotage the system.

In this work, we consider the shared memory model that was somewhat neglected in
the Byzantine discussion. We believe that shared memory abstractions, implemented in
distributed settings, allow for an intuitive formulation of the services offered by blockchains
and similar decentralized tools. It is well-known that it is possible to implement reliable
read-write shared memory registers via message passing even if a fraction of the servers are
Byzantine [1, 21, 24, 19]. As a result, as long as the client processes using the service are
not malicious, any fault-tolerant object that can be constructed using registers can also be
implemented in the presence of Byzantine servers. However, it is not clear what can be done
with such objects when they are used by Byzantine client processes. In this work, we study
this question.

In Section 4 we define Byzantine linearizability, a correctness condition applicable to any
shared memory object with a sequential specification. Byzantine linearizability addresses
the usage of reliable shared memory abstractions by potentially Byzantine client processes.
We then systematically study the feasibility of implementing various Byzantine linearizable
shared memory objects from registers.

We observe that existing Byzantine fault-tolerant shared memory constructions [20, 22, 1]
in fact implement Byzantine linearizable registers. Such registers are the starting point of our
study. When trying to implement more complex objects (e.g., snapshots and asset transfer)
using registers, constructions that work in the crash-failure model no longer work when
Byzantine processes are involved, and new algorithms — or impossibility results — are needed.

As our first result, we prove in Section 5 that an asset transfer object used by Byzantine
client processes does not have a wait-free implementation, even when its API is reduced
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to support only transfer operations (without reading processes’ balances). Furthermore, it
cannot be implemented without a majority of correct processes constantly taking steps. Asset
transfer has wait-free implementations from both reliable broadcast [7] and snapshots [17]
(which we adapt to a Byzantine version) and thus the same lower bound applies to reliable
broadcast and snapshots as well.

In Section 6, we present a Byzantine linearizable reliable broadcast algorithm with
resilience f < 7, proving that, for this object, the resilience bound is tight. To do so, we
define a sequential specification of a reliable broadcast object. Briefly, the object exposes
broadcast and deliver operations and we require that deliver return messages previously
broadcast. We show that a Byzantine linearizable implementation of such an object satisfies
the classical (message-passing) definition [10]. Finally, in Section 7 we present a Byzantine
linearizable snapshot with the same resilience. In contrast, previous constructions of Byzantine
lattice agreement, which can be directly constructed from a snapshot [6], required 3f + 1
processes to tolerate f failures.

All in all, we establish a tight bound on the resilience of emulations of three useful shared
memory objects from registers. On the one hand, we show that it is impossible to obtain
wait-free solutions as in the non-Byzantine model, and on the other hand, unlike previous
snapshot and lattice agreement algorithms, our solutions do not require n > 3f. Taken
jointly, our results yield the following theorem:

» Theorem 1. In the Byzantine shared memory model, there exist n-process f-resilient
Byzantine linearizable implementations of reliable broadcast, snapshot, and asset transfer
objects from registers if and only if f < 5.

Although the construction of reliable registers in message passing systems requires n > 3 f
servers, our improved resilience applies to client processes, which are normally less reliable
than servers, particularly in the so-called permissioned model where servers are trusted and
clients are ephemeral.

In summary, we make the following contributions:

Formalizing Byzantine linearizability for any object with a sequential specification.
Proving that some of the most useful building blocks in distributed computing, such as
atomic snapshot and reliable broadcast, do not have f-resilient implementations from
SWMR registers when f > 5 processes are Byzantine.

Presenting Byzantine linearizable implementations of a reliable broadcast object and a
snapshot object with the optimal resilience.

2 Related Work

In [4] Aguilera et al. present a non-equivocating broadcast algorithm in shared memory.
This broadcast primitive is weaker than reliable broadcast — it does not guarantee that all
correct processes deliver the same messages, but rather that they do not deliver conflicting
messages. A newer version of their work [5], developed concurrently and independently of
our work!, also implements reliable broadcast with n > 2f 4 1, which is very similar to our
implementation. While the focus of their work is in the context of RDMA in the M&M
(message—and—memory) model, our work focuses on the classical shared memory model,
which can be emulated in classical message passing systems. While the algorithms are similar,

! Their work [5] was in fact published shortly after the initial publication of our results [14].
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we formulate reliable broadcast as a shared memory object, with designated API method
signatures, which allows us to reason about the operation interval as needed for proving
(Byzantine) linearizability and for using this object in constructions of other shared memory
objects.

Given a reliable broadcast object, there are known implementations of lattice agree-
ment [16, 26], which resembles a snapshot object. However, these constructions require
n = 3f + 1 processes. In our work, we present both Byzantine linearizable reliable broadcast
and Byzantine snapshot, (from which Byzantine lattice agreement can be constructed [6]),
with resilience n = 2f + 1.

The asset transfer object we discuss in this paper was introduced by Guerraoui et
al. [17, 15]. Their work provides a formalization of the cryptocurrency definition [23]. The
highlight of their work is the observation that the asset transfer problem can be solved
without consensus. It is enough to maintain a partial order of transactions in the systems,
and in particular, every process can record its own transactions. They present a wait-free
linearizable implementation of asset transfer in crash-failure shared memory, taking advantage
of an atomic snapshot object. We show that we can use their solution, together with our
Byzantine snapshot, to solve Byzantine linearizable asset transfer with n = 2f 4 1.

In addition, Guerraoui et al. present a Byzantine-tolerant solution in the message passing
model. This algorithm utilizes reliable broadcast, where dependencies of transactions are
explicitly broadcast along with the transactions. This solution does not translate to a
Byzantine linearizable one, but rather to a sequentially consistent asset transfer object. In
particular, reads can return old (superseded) values, and transfers may fail due to outdated
balance reads.

Finally, recent work by Auvolat et al. [7] continues this line of work. They show that a
FIFO order property between each pair of processes is sufficient in order to solve the asset
transfer problem. This is because transfer operations can be executed once a process’s balance
becomes sufficient to perform a transaction and there is no need to wait for all causally
preceding transactions. However, as a result, their algorithm is not sequentially consistent,
or even causally consistent for that matter. For example, assume process ¢ maintains an
invariant that its balance is always at least 10, and performs a transfer with amount 5 after
another process deposits 5 into its account, increasing its balance to 15. Using the protocol
in [7], another process might observe i’s balance as 5 if it sees i’s outgoing transfer before the
causally preceding deposit. Because our solution is Byzantine linearizable, such anomalies
are prevented.

3 Model and Preliminaries

We study a distributed system in the shared memory model. Our system consists of a
well-known static set IT = {1,...,n} of asynchronous client processes. These processes have
access to some shared memory objects. In the shared memory model, all communication
between processes is done through the API exposed by the objects in the system: processes
invoke operations that in turn, return some response to the process. In this work, we assume
a reliable shared memory. (Previous works have presented constructions of such reliable
shared memory in the message passing model [1, 21, 24, 3, 19]). We further assume an
adversary that may adaptively corrupt up to f processes in the course of a run. When the
adversary corrupts a process, it is defined as Byzantine and may deviate arbitrarily from the
protocol. As long as a process is not corrupted by the adversary, it is correct, follows the
protocol, and takes infinitely many steps. In particular, it continues to invoke the object’s
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API infinitely often. Later in the paper, we show that the latter assumption is necessary.

We enrich the model with a public key infrastructure (PKI). That is, every process is
equipped with a public-private key pair used to sign data and verify signatures of other
processes. We denote a value v signed by process i as (v);.

Executions and Histories. We discuss algorithms emulating some object O from lower
level objects (e.g., registers). An algorithm is organized as methods of O. A method execution
is a sequence of steps, beginning with the method’s invocation (invoke step), proceeding
through steps that access lower level objects (e.g., register read/write), and ending with a
return step. The invocation and response delineate the method’s execution interval. In an
execution o of a Byzantine shared memory algorithm, each correct process invokes methods
sequentially, where steps of different processes are interleaved. Byzantine processes take
arbitrary steps regardless of the protocol. The history H of an execution o is the sequence
of high-level invocation and response events of the emulated object O in o.

A sub-history of a history H is a sub-sequence of the events of H. A history H is
sequential if it begins with an invocation and each invocation, except possibly the last, is
immediately followed by a matching response. Operation op is pending in a history H if op
is invoked in H but does not have a matching response event.

A history defines a partial order on operations: operation op; precedes ops in history H,
denoted op; <y ops, if the response event of op; precedes the invocation event of opy in H.
Two operations are concurrent if neither precedes the other.

Linearizability. A popular correctness condition for concurrent objects in the crash-
fault model is linearizability [18], which is defined with respect to an object’s sequential
specification. A linearization of a concurrent history H of object o is a sequential history
H' such that (1) after removing some pending operations from H and completing others by
adding matching responses, it contains the same invocations and responses as H', (2) H'
preserves the partial order <y, and (3) H' satisfies 0’s sequential specification.

f-resilient. An algorithm is f-resilient if as long as at most f processes fail, every correct
process eventually returns from each operation it invokes. A wait-free algorithm is a special
case where f =n — 1.

Single Writer Multiple Readers Register. The basic building block in shared
memory is a single writer multiple readers (SWMR) register that exposes read and write
operations. Such registers are used to construct more complicated objects. The sequential
specification of a SWMR register states that every read operation from register R returns
the value last written to R. Note that if the writer is Byzantine, it can cause a correct reader
to read arbitrary values.

Asset Transfer Object. In [17, 15], the asset transfer problem is formulated as a sequen-
tial object type, called Asset Transfer Object. The asset transfer object maintains a mapping
from processes in the system to their balances?. Initially, the mapping contains the initial
balances of all processes. The object exposes a transfer operation, transfer(src,dst,amount),
which can be invoked by process src (only). It withdraws amount from process src’s account
and deposits it at process dst’s account provided that src’s balance was at least amount. It
returns a boolean that states whether the transfer was successful (i.e., src had amount to
spend). In addition, the object exposes a read(i) operation that returns the current balance
of 1.

2 The definition in [17] allows processes to own multiple accounts. For simplicity, we assume a single
account per-process, as in [15].
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4 Byzantine Linearizability

In this section we define Byzantine linearizability. Intuitively, we would like to tame the
Byzantine behavior in a way that provides consistency to correct processes. We linearize the
correct processes’ operations and offer a degree of freedom to embed additional operations
by Byzantine processes.

We denote by H|correct the projection of a history H to all correct processes. We say
that a history H is Byzantine linearizable if H|.orrect can be augmented with operations of
Byzantine processes such that the completed history is linearizable. That is, there is another
history, with the same operations by correct processes as in H, and additional operations by
another at most f processes. In particular, if there are no Byzantine failures then Byzantine
linearizability is simply linearizability. Formally:

» Definition 2. (Byzantine Linearizability) A history H is Byzantine linearizable if there
exists a history H' so that H'|correct = H|correet and H' is linearizable.

Similarly to linearizability, we say that an object is Byzantine linearizable if all of its
executions are Byzantine Linearizable.

Next, we characterize objects for which Byzantine linearizability is meaningful. The
most fundamental component in shared memory is read-write registers. Not surprisingly,
such registers, whether they are single-writer or multi-writers ones are de facto Byzantine
linearizable without any changes. This is because before every read from a Byzantine register,
invoked by a correct process, one can add a corresponding Byzantine write.

In practice, multiple writers multiple readers (MWMR) registers are useless in a Byzantine
environment as an adversary that controls the scheduler can prevent any communication
between correct processes. SWMR, registers, however, are still useful for constructing more
meaningful objects. Nevertheless, the constructions used in the crash-failure model for
linearizable objects do not preserve this property. For instance, if we allow Byzantine
processes to run a classic atomic snapshot algorithm [2] using Byzantine linearizable SWMR
registers, it will not result in a Byzantine linearizable snapshot object. The reason is that
the algorithm relies on correct processes being able to perform “double-collect” meaning that
at some point a correct process manages to read all registers twice without witnessing any
changes. While this is true in the crash-failure model, in the Byzantine model this is not the
case as the adversary can change some registers just before any correct read.

Relationship to Other Correctness Conditions

Byzantine linearizability provides a simple and intuitive way to capture Byzantine behavior
in the shared memory model. We now examine the relationship of Byzantine linearizability
with previously suggested correctness conditions involving Byzantine processes.

PBFT [12, 11] presented a formalization of linearizability in the presence of Byzantine-
faulty clients in message passing systems. Their notion of linearizability is formulated in the
form of I/O automata. Their specification is in the same spirit as ours, but our formulation
is closer to the original notion of linearizability in shared memory.

Some works have defined linearization conditions for specific objects. This includes
conditions for SWMR registers [22], a distributed ledger [13], and asset transfer [7]. Our
condition coincides with these definitions for the specific objects and thus generalizes all
of them. Liskov and Rodrigues [20] presented a correctness condition that has additional
restrictions. Their correctness notion relies on the idea that Byzantine processes are eventually
detected and removed from the system and focuses on converging to correct system behavior

41



Tame the Wild with Byzantine Linearizability: Reliable Broadcast, Snapshots, and Asset Transfer

after their departure. While this model is a good fit when the threat model is software
bugs or malicious intrusions, it is less appropriate for settings like cryptocurrencies, where
Byzantine behavior cannot be expected to eventually stop.

5 Lower Bound on Resilience

In shared memory, one typically aims for wait-free objects, which tolerate any number of
process failures. Indeed, many useful objects have wait-free implementations from SWMR
registers in the non-Byzantine case. This includes reliable broadcast, snapshots, and as
recently shown, also asset transfer. We now show that in the Byzantine case, wait-free
implementations of these objects are impossible. Moreover, a majority of correct processes is
required.

» Theorem 3. In the Byzantine shared memory model, for any f > 2, there does not exist a
Byzantine linearizable implementation of asset transfer that supports only transfer operations
in a system with n < 2f processes, f of which can be Byzantine, using only SWMR registers.

Note that to prove this impossibility, it does not suffice to introduce bogus actions by
Byzantine processes, because the notion of Byzantine linearizability allows us to ignore these
actions. Rather, to derive the contradiction, we create runs where the bogus behavior of the
Byzantine processes leads to incorrect behavior of the correct processes.

Proof. Assume by contradiction that there is such an algorithm. Let us look at a system with
n = 2f correct processes. Partition IT as follows: II = AU B U {p1,p2}, where |A| = f — 1,
|Bl=f—-1, AnNB =0, and p1,ps ¢ AU B. By assumption, |A| > 1. Let z be a process
in A. Also, by assumption |B| > 2. Let g1, g2 be processes in B. The initial balance of all
processes but z is 0, and the initial balance of z is 1. We construct four executions as shown
in Figure 1.

Let 01 be an execution where, only processes in AU {p;} take steps. First, z performs
transfer(z,p1,1). Since up to f processes may be faulty, the operation completes, and
by the object’s sequential specification, it is successful (returns true). Then, p; performs
transfer(p1,q1,1). By f-resilience and linearizability, this operation also completes successfully.
Note that in o1 no process is actually faulty, but because of f-resilience, progress is achieved
when f processes are silent.

Similarly, let o3 be an execution where the processes in AU {p2} are correct, and z
performs transfer(z,ps,1), followed by po performing transfer(ps,qz,1).

We now construct o3, where all processes in AU {p;} are Byzantine. We first run o;. Call
the time when it ends ¢;. At this point, all processes in A U {p;} restore their registers to
their initial states. Note that no other processes took steps during o1, hence the entire shared
memory is now in its initial state. Then, we execute o. Because we have reset the memory
to its initial state, the operations execute the same way. When o2 completes, processes in
A\{z} U {p1} restore their registers to their state at time ¢;. At this point, the state of z
and po is the same as it was at the end of o9, the state of processes in A\ {z} U {p1} is the
same as it was at the end of o1, and processes in B are all in their initial states.

We construct o4 where all processes in AU {p2} are Byzantine by executing o2, having
all processes in A U {p2} reset their memory, executing o1, and then having z and py restore
their registers to their state at the end of 0. At this point, the state of z and ps is the same
as it was at the end of oy, the state of processes in A\ {z} U {p1} is the same as it was at
the end of o1, and processes in B are all in their initial states.
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Figure 1 An asset transfer object does not have an f-resilient implementation for n < 2f.

We observe that for processes in B, the configurations at the end of o3 and o4 are
indistinguishable as they did not take any steps and the global memory is the same. By
f-resilience, in both cases ¢1 and ¢a, together with processes in B and one of {p1,p2} should
be able to make progress at the end of each of these runs. We extend the runs by having ¢;
and ¢y invoke transfers of amount 1 to each other. In both runs processes in BU{p1, p2} help
them make progress. In o3, p1 behaves as if it is a correct process and its local state is the
same as it is at the end of o1, and in o4 p2 behaves as if it is a correct process and its local
state is the same as it is at the end of o5. Thus, o3 and o4 are indistinguishable to all correct
processes, and as a result ¢g; and ¢ act the same in both runs. However, from safety exactly
one of their transfers should succeed. In o3, ps is correct and transfer(psz,g2,1) succeeds,
allowing g2 to transfer 1 and disallowing the transfer from ¢;, whereas o4 the opposite is
true. This is a contradiction. <

Guerraoui et al. [17] use an atomic snapshot to implement an asset transfer object in
the crash-fault shared memory model. In addition, they handle Byzantine processes in the
message passing model by taking advantage of reliable broadcast. In Appendix A we show
that their atomic snapshot-based asset transfer can be easily adapted to the Byzantine
settings by using a Byzantine linearizable snapshot, resulting in a Byzantine linearizable asset
transfer. Their reliable broadcast-based algorithm, on the other hand, is not linearizable
and therefore not Byzantine linearizable even when using Byzantine linearizable reliable
broadcast. Nonetheless, Auvolat et al. [7] have used reliable broadcast to construct an asset
transfer object where transfer operations are linearizable (although reads are not).

We note that our lower bound holds for an asset transfer object without read operations.
This discussion and the construction in Appendix A lead us to the following corollary:

» Corollary 4. In the Byzantine shared memory model, for any f > 2, there does not exist an
f-resilient Byzantine linearizable implementation of an atomic snapshot or reliable broadcast
in a system with f > 5 Byzantine processes using only SWMR registers.

Furthermore, we prove in the following lemma that in order to provide f-resilience it is
required that at least a majority of correct processes take steps infinitely often, justifying
our model definition.

» Lemma 5. In the Byzantine shared memory model, for any f > 2, there does not exist an
f-resilient Byzantine linearizable implementation of asset transfer in a system withn > 2f+1
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processes, f of which can be Byzantine, using only SWMR registers if less than f + 1 correct
processes take steps infinitely often.

Proof. Assume by way of contradiction that there exists an f-resilient Byzantine linearizable
implementation of asset transfer in a system with n > 2f + 1 processes where there are at
most f correct processes that take steps infinitely often. Denote these f correct processes by
the set A. Thus, there is a point ¢ in any execution such that from time ¢, only processes
in A and Byzantine processes take any steps. Starting ¢, the implementation is equivalent
to one in a system with n = 2f, f of them may be Byzantine. This is a contradiction
to Theorem 3. <

6 Byzantine Linearizable Reliable Broadcast

With the acknowledgment that not all is possible, we seek to find Byzantine linearizable
objects that are useful even without a wait-free implementation. One of the practical objects
is a reliable broadcast object. We already proved in the previous section that it does not
have an f-resilient Byzantine linearizable implementation, for any f > maxz{3,5}. In this
section we provide an implementation that tolerates f < 7 faults.

6.1 Reliable Broadcast Object

The reliable broadcast primitive exposes two operations broadcast(ts,m) returning void and
deliver(j,ts) returning m. When deliver;(i,ts) returns m we say that process j delivers m
from process i in timestamp ts. The broadcast operation allows processes to spread a message
m in the system, along with some timestamp ts. The use of timestamps allows processes to
broadcast multiple messages.

Its classical definition, given for message passing systems [10], requires the following
properties:

Validity: If a correct process i broadcasts (ts,m) then all correct processes eventually
deliver m from process i in timestamp ts.

Agreement: If a correct process delivers m from process 4 in timestamp ts, then all correct
processes eventually deliver m from process ¢ in timestamp ts.

Integrity: No process delivers two different messages for the same (ts, j) and if j is correct
delivers only messages j previously broadcast.

In the shared memory model, the deliver operation for some process j and timestamp ts
returns the message with timestamp ts previously broadcast by j, if exists. We define the
sequential specification of reliable broadcast as follows:

» Definition 6. A reliable broadcast object exposes two operations broadcast(ts,m) returning
void and deliver(j,ts) returning m. A call to deliver(j,ts) returns the value m of the first
broadcast(ts,m) invoked by process j before the deliver operation. If j did not invoke broadcast
before the deliver, then it returns 1.

Note that as the definition above refers to sequential histories, the first broadcast operation
(if such exists) is well-defined. Further, whereas in message passing systems reliable broadcast
works in a push fashion, where the receipt of a message triggers action at its destination,
in the shared memory model processes need to actively pull information from the registers.
A process pulls from another process j using the deliver(j,ts) operation and returns with
a value m # L. If all messages are eventually pulled, the reliable broadcast properties are
achieved, as proven in the following lemma.
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» Lemma 7. A Byzantine linearization of a reliable broadcast object satisfies the three
properties of reliable broadcast.

Proof. If a correct process broadcasts m, and all messages are subsequently pulled then
according to Definition 6 all correct processes deliver m, providing validity. For agreement, if
a correct process invokes deliver(j,ts) that returns m and all messages are later pulled by all
correct processes, it follows that all correct processes also invoke deliver(j,ts) and eventually
return m’ # L. Since deliver(j,ts) returns the value v of the first broadcast(ts,v) invoked by
process j before it is called, and there is only one first broadcast, and we get that m = m/.
Lastly, if deliver(j,ts) returns m, by the specification, j previously invoked broadcast(ts,m).

<

6.2 Reliable Broadcast Algorithm

In our implementation (given in Algorithm 1), each process has 4 SWMR registers: send,
echo, ready, and deliver, to which we refer as stages of the broadcast. We follow concepts
from Bracha’s implementation in the message passing model [9] but leverage the shared
memory to improve its resilience from 3f + 1 to 2f + 1. The basic idea is that a process
that wishes to broadcast value v writes it in its send register (line 4) and returns only when
it reaches the deliver stage. I.e., v appears in the deliver register of at least one correct
process. Throughout the run, processes infinitely often call a refresh function whose role is
to help the progress of the system. When refreshing, processes read all registers and help
promote broadcast values through the 4 stages. For a value to be delivered, it has to have
been read and signed by f + 1 processes at the ready stage. Because each broadcast message
is copied to 4 registers of each process, the space complexity is 4n per message. Whether
this complexity can be improved remains as an open question.

In the refresh function, executed for all processes, at first a process reads the last value
written to a send register (line 16). If the value is a signed pair of a message and a timestamp,
refresh then copies it to the process’s echo register in line 18. In the echo register, the value
remains as evidence, preventing conflicting values (sent by Byzantine processes) from being
delivered. That is, before promoting a value to the ready or deliver stage, a correct process ¢
performs a “double-collect” of the echo registers (in lines 19,21). Namely, after collecting
f + 1 signatures on a value in ready registers, meaning that it was previously written in the
echo of at least one correct process, i re-reads all echo registers to verify that there does
not exist a conflicting value (with the same timestamp and sender). Using this method,
concurrent deliver operations “see” each other, and delivery of conflicting values broadcast
by a Byzantine process is prevented. Before delivering a value, a process writes it to its
deliver register with f 4 1 signatures (line 22). Once one correct process delivers a value, the
following deliver calls can witness the f 4 1 signatures and copy this value directly from its
deliver register (line 11).

We make two assumptions on the correct usage of our algorithm. The first is inherently
required as shown in Lemma 5:

» Assumption 1. All correct processes infinitely often invoke methods of the reliable broadcast

API
The second is a straight forward validity assumption:
> Assumption 2. Correct processes do not invoke broadcast(ts,val) twice with the same ts.

We now prove our reliable broadcast algorithm’s correctness. We first notice:
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Algorithm 1 Shared Memory Bracha: code for process ¢

shared SWMR registers: send;, echo;, ready;, deliver;

1: procedure CONFLICTING-ECHO((ts, v);)
2: return Jw # v, k € II such that (ts,w); € echoy

3: procedure BROADCAST(ts,val)

4 send; < (ts,val);

5: repeat

6 m + deliver(i,ts)

7 until m # L > message is deliverable

8: procedure DELIVER(j,ts)

9: refresh()

10: if 3k € II and v s.t. ({ts,v);,0) € delivery where o is a set of f + 1 signatures on
(ready, (ts,v);) then

11: deliver; < deliver; U {((ts,v);,0)}

12: return v

13: return L

14: procedure REFRESH

15: for j € [n] do

16: m < send;

17: if Bts, val s.t. m = (ts,val); then continue > m is not a signed pair

18: echo; + echo; U {m}

19: if —conflicting-echo(m) then

20: ready; < ready; U {(ready, m);}

21: if 35 CIIs.t. |S| > f+1,Vj €S, (ready, m); € ready; and —conflicting-echo(m)
then

22: deliver; < deliver; U {(m,o = {(ready,m);|j € S})} > o is the set of f +1
signatures

» Observation 8. If process i is correct and v appears in echo; or ready; it is never deleted.

» Lemma 9. If process i is correct and ((ts,v);, o) appears in deliver; for any process j
then @ previously invoked broadcast(ts,v).

Proof. Since we assume unforgeable signatures, 7 has previously signed (ts,v). By the code,
this is only possible if ¢ invoked broadcast(ts, v). <

We next prove the following lemma, identifying invariants of Algorithm 1.

» Lemma 10. Algorithm 1 satisfies the following invariants:

I1: If ((ts,v)s, 0) (where o is a set of f+ 1 ready signatures) appears in deliver; for
any processes i, j, then (ready, (ts,v);)r € readyy for a correct process k.

I2: If (ready, (ts,v);); € ready; for a correct process j, then (ts,v); € echo;.

I3: If (ready, (ts,v);); appears in ready; and (ready, (ts,w);); appears in ready; for
any two correct processes 4,7’ then v = w.
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write v to echo;

p1 l | |
| I ‘
t delivery (i, ts)
write w to echoy
P2 | | |
I I |
ts delivers (i, ts)
read echo, write v to ready;
p3 1 | | I
I I I 1
t delivers (i, ts) t3

\4

Figure 2 Concurrent deliver operations.

If: If ((ts,v);,0) appears in deliver; and ({ts,w);,o) appears in deliver; for any two
correct processes j,j’ then v = w.

Proof.  I1: Since ((ts,v);, o) appears in deliver; and it contains a set of f+1 signatures
on (ready, (ts,v);), there is at least one correct process k that signed (ready, (ts,v);)
and added it to its ready register. By Observation 8, it is not deleted from the register.

12: Immediate from the code and Observation 8.

I3: Since (ready, (ts,v);0;) appears in ready; and j is correct, by 12 at least one correct
process signed (ts,v); and added it to its echo register. Let p; be the first correct
process to do so, and let ¢; be the moment of adding (ts, v); to echop,, (see Figure 2
for illustration). By Observation 8, it is not deleted from the register. Similarly, let
p2 be the first correct process to add (ts,w); to echop, at time to. WLOG, t1 > to.
In addition, let p3 be the first correct process to add (ready, (ts, v);) to readyy,, and
let t3 be the moment of the addition. By 12 it follows that t3 > ¢;. By Observation 8,
the content of echop, and readyp, is not deleted during the run. By the protocol, at
some point in time between ¢; and t3, p3 executes line 19 and reads all echo registers.
Let t; < t* < t3 be the time when ps reads echoy,. Since t; > to we conclude that
t* > ty. Since, ps does not see a conflicting value in echo,,, we get that v = w.

I4: By I1 at least one correct process j signed (ready, (ts,v);) and added it to ready;
and at least one correct process j’ signed (ready, (ts,w);) and added it to ready; .
Thus, by I3 v = w.

<

Let us examine an execution E of the algorithm. Let H be the history of E. First,
we define H¢ to be the history H after removing any pending deliver operations and any
pending broadcast operations that did not complete line 11 (which is called from line 6). We
define H' to be an augmentation of H¢|correct as follows. For every Byzantine process j
and a value v such that v is returned by deliver; (5,ts) for at least one correct process i, we
add to H' a broadcast; (ts,v) operation that begins and ends immediately before the first
correct process adds ((ts,v);,0) to its delivery register. Since at least one correct process
adds this value at line 11, this moment is well-defined. We construct a linearization E’ of H’
by defining the following linearization points:

Let o be a broadcast; (ts,v) operation by a correct process ¢ that completed line 11. Note
that by the code every completed broadcast operation completes line 11 exactly once, and
operations that do not complete this line are removed from H’. The operation linearizes
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when ((ts,v);, o) is added for the first time to delivery register of a correct process, which
occurs either when 7 executes line 11 or when another correct process executes line 22
beforehand. By the code, these lines are between the invocation and the return of the
broadcast procedure.

Let o be a deliver;(j,ts) operation by a correct process i that completes line 11 and
returns v # L (note that by the code every completed deliver operation that returns
v # L completes line 11 exactly once). If ¢ finds ((ts,v);, o) for some value v in some
correct process’ deliver register at line 10, then the operation linearizes when i first reads
({ts,v);,0) from a correct process. Otherwise, it linearizes at line 11 when ¢ copies the
data to deliver;.

If 0 is a completed deliver; (j,ts) operation by a correct process i that returns L it linearizes
at the moment of its invocation.

Every Byzantine broadcast; (ts,u) operation by process j linearizes at the moment we
added it.

In H’ there are no deliver operations by Byzantine processes. The following lemmas
prove that F’, the linearization of H', satisfies the sequential specification:

» Lemma 11. For a given deliver(j,ts) operation that returns v # L, there is at least one
preceding broadcast operation in E' of the form broadcast(ts,v) invoked by process j.

Proof. Let o be a deliver; (j,ts) operation invoked by a correct process 4 that returns v # L.
Let ¢ be the time when ((ts,v);,0) is added for the first time to a delivery register of a
correct process (where o contains f + 1 ready signatures). If j is correct then by Lemma 9 j
previously invoked broadcast(ts,u) and that broadcast linearizes at time ¢. If j is Byzantine
then broadcast(ts,v) by process j is added to H' immediately before t. There are two options
to the linearization point of o. If ¢ finds ((ts,v);, o) in some correct process’ deliver register
at line 10, then o linearizes when ¢ first reads ((ts,v);, o) from a correct process and thus it
is after time t. Otherwise, it linearizes at line 11 when ¢ copies the data to deliver;, which is
also no earlier than time t. <

» Lemma 12. For a broadcast;(ts,v) in E’, there does not exist any broadcast;(ts,w) in E’

for v # w.

Proof. If i is a correct process, the proof follows from Assumption 2. If i is Byzantine,
broadcast; (ts,v) is added immediately before the first correct process adds ((ts,v);, o) to its
delivery register. By I4, no correct processes add ({(ts,w);, o) to their delivery register for
v # w and broadcast; (ts,w) does not appear in F'. <

» Lemma 13. For a given deliver(j,ts) operation that returns L, there is no preceding
broadcast operation in H' of the form broadcast(ts,v) invoked by process j, for v # L.

Proof. Let o be a deliver(j,ts) operation invoked by a correct process i that returns L.
Assume by way of contradiction that there is a preceding broadcast(ts,v) operation in H'
invoked by process j, for v # 1. By definition, the broadcast linearizes no later than the
first adding of (({ts, v);, o) to a delivery register of a correct process. Thus, since o linearizes
at the moment of its invocation, it sees ((ts,v);, o) at some process’ delivery register and
returns v # L, in contradiction. <

Next, we prove f-resilience.

» Lemma 14. (Liveness) Every correct process that invokes some operation eventually
returns.
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Proof. If a correct process i invokes a deliver operation then by the code it returns in a
constant time. If it invokes broadcast(ts,v), it copies (ts,v); to send;. By Assumption 1, all
correct processes infinitely often call the reliable broadcast API and specifically the refresh
procedure, see (ts,v); and copy it to their echo registers. As signatures are unforgable and i
is correct they do not find (ts, w); for any other w # v in any other echo registers and copy a
signed (ready, (ts,w);) to their ready registers. By I8, eventually they all see (ready, (ts,w);)
in f 4 1 ready registers and copy (ts,w); to their deliver registers. Eventually f + 1 correct
processes have (ts, w); in their deliver registers, and since the signatures are valid, the check
at line 10 evaluates to true, and ¢ returns v and finish the repeat loop. <

We conclude the following theorem:

» Theorem 15. Algorithm 1 implements an f-resilient Byzantine linearizable reliable broad-
cast object for any f < 5.

7 Byzantine Linearizable Snapshot

In this section, we utilize a reliable broadcast primitive to construct a Byzantine snapshot
object with resilience n > 2f.

7.1 Snapshot Object

A snapshot [2] is represented as an array of n shared single-writer variables that can be
accessed with two operations: update(v), called by process ¢, updates the it" entry in the
array and snapshot returns an array. The sequential specification of an atomic snapshot is as
follows: the " entry of the array returned by a snapshot invocation contains the value v
last updated by an update(v) invoked by process 4, or its variable’s initial value if no update
was invoked.

Following Lemma 5, we again must require that correct processes perform operations
infinitely often. For simplicity, we require that they invoke infinitely many snapshot operations;
if processes invoke either snapshots or updates, we can have each update perform a snapshot
and ignore its result.

» Assumption 3. All correct processes invoke snapshot operations infinitely often.

7.2 Snapshot Algorithm

Our pseudo-code is presented in Algorithms 2 and 3. During the algorithm, we compare
snapshots using the (partial) coordinate-wise order. That is, let s; and sy be two n-arrays.
We say that s > s1 if Vi € [n], sa[i].ts > s1][i].ts.

Recall that all processes invoke snapshot operations infinitely often. In each snapshot
instance, correct processes start by collecting values from all registers and broadcasting their
collected arrays in “start” messages (message with timestamp 0). Then, they repeatedly
send the identities of processes from which they delivered start messages until there exists

a round such that the same set of senders is received from f + 1 processes in that round.

Once this occurs, it means that the f 4+ 1 processes see the exact same start messages and
the snapshot is formed as the supremum of the collects in their start messages.

We achieve optimal resilience by waiting for only f + 1 processes to send the same set.

Although there is not necessarily a correct process in the intersection of two sets of size f +1,
we leverage the fact that reliable broadcast prevents equivocation to ensure that nevertheless,
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Algorithm 2 Byzantine Snapshot: code for process ¢

shared SWMR  registers: Vj € [n] collected;[j] € {L} U{N x Vals} with selectors ts and
val, initially L

Vk € N, savesnap;[k] € {L} U {array of n Vals x set of messages} with selectors snap
and proof, initially L

local variables: ts; € N, initially 0

Vj € [n], rts;[j] € N, initially 0

r, auxnum € N, initially 0

p € [n], initially 1

Vi € [n],k € N, seen; [j][k],senders; € P(II), initially 0

o « () set of messages

1: procedure UPDATE(v)

2 for j € [n] do > collect current memory state
3: update-collect(collected;)

4 ts; < ts; +1

5 collected;[i] < (ts;,v); > update local component of collected

6: procedure SNAPSHOT

7: for j € [n] do > collect current memory state
8: update-collect(collected;)

9

] ¢ < collected;
10: repeat

11: aurnum < auzrnum + 1

12: snap  snapshot-aux(auxnum)

13: until snap > ¢ > snapshot is newer than the collected state
14: return snap

15: procedure UPDATE-COLLECT(c)

16: for k € [n] do

17: if c[k].ts > collected;[k].ts and c[k] is signed by k then
18: collected;[k] < c[k]

there is a common message in the intersection, so two snapshots obtained in the same round
are necessarily identical. Moreover, once one process obtains a snapshot s, any snapshot seen
in a later round exceeds s.

Each process i collects values from all processes’ registers in a shared variable collect;.
When starting a snapshot operation, each process runs update-collect, where it updates its
collect array (line 8) and saves it in a local variable ¢ (line 9). When it does so, it updates the
it" entry to be the highest-timestamped value it observes in the i*® entries of all processes’
collect arrays (lines 16 — 18). Then, it initiates the snapshot-aux procedure with a new
auxnum tag. Snapshot-aux returns a snapshot, but not necessarily a “fresh” one that reflects
all updates that occurred before snapshot was invoked. Therefore, snapshot-aux is repeatedly
called until it collects a snapshot s such that s > ¢, according to the snapshots partial order
(lines 10 — 13).

By Assumption 3 and since the auznum variable at each correct process is increased
by 1 every time snapshot-aux is called, all correct processes participate in all instances
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Algorithm 3 Byzantine Snapshot auxiliary procedures: code for process 4

19: procedure MINIMUM-SAVED(auxnum)

20: S« {s]3j € [n], s = savesnap;[auznum].snap and savesnap;lavznum].proof is a
valid proof of s}

21: if S =( then

22: return L

23: res < infimum(S) > returns the minimum value in each index
24: savesnap;lauznum] « (res, ¢, savesnap;lauznum].proof)

25: update-collect(res)

26: return res

27: procedure SNAPSHOT-AUX(auxnum)

28: initiate new reliable broadcast instance

20: o<« 0

30: for j € [n] do > collect current memory state
3L update-collect(collected;)

32: senders; < {i} > start message contains collect

33: broadcast(0,(collect;);)
34: while true do

35: cached < minimum-saved(auxnum) > check if there is a saved snapshot
36: if cached # L then return cached
37: p+ (p+1) modn+1 > deliver messages in round robin
38: m <+ deliver(p, rts;[p]) > deliver next message from p
39: if m = L then continue
40: if rts;[p]= 0 and m contains a signed collect array ¢ then
> start message (round 0)

41: o+ ouU{m}
42: update-collect(c)
43: senders; < senders; U {j}
44: else if m contains a signed set of processes, jsenders then

> round r message for r > 0
45: if jsenders ¢ senders; then
46: continue > cannot process message, its dependencies are missing
47: o+ ouU{m}
48: seen;[7][rtsi[p]] + jsenders U seen;[j][rts;[p] — 1]
49: rts;[p] < rts;[p] + 1
50: if received f + 1 round-r messages for the first time then
51: rr+1
52: broadcast(r, (senders;);)
53: if Js s.t. [{j] seen;[j][s] = senders;}| = f + 1 then > stability condition
54: r<0
55: senders;<— )
56: Vj € [n],k € N, seen; [j][k]+ 0
57: cached + minimum-saved (auxnum) > re-check for saved snapshot
58: if cached # 1 then return cached
59: savesnap;[auznum] < (collect;, o)

> o contains all received messages in this snapshot-aux instance
60: return collect;

ol
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of snapshot-aux. When a correct process invokes a snapshot-aux procedure with auxnum,
it first initiates a new reliable broadcast instance at line 28, dedicated to this instance
of snapshot-aux. Note that although processes invoke one snapshot-aux at a time, they
may engage in multiple reliable broadcast instances simultaneously. That is, they continue
to partake in previous reliable broadcast instances after starting a new one. As another
preliminary step of snapshot-aux, each correct process once again updates its collect array
using the update-collect procedure (lines 30— 31) and broadcasts it to all processes at line 33.
During the execution, a correct processes delivers messages from all other processes in a
round robin fashion. The local variable p represents the process from which it currently
delivers. In addition, rts[p] maintains the next timestamp to be delivered from p (lines 38,
49, 37). Note that if the delivered message at some point is L, rts[p] is not increased, so all
of p’s messages are delivered in order (line 39).

Snapshot-aux proceeds in rounds, which are reflected in the timestamps of the messages
broadcast during its execution. Each correct process starts snapshot-aux at round 0, where
it broadcasts its collected array; we refer to this as its start message. It then continues to
round r + 1 once it has delivered f + 1 round r messages (line 51). Each process maintains a
local set senders that contains the processes from which it received start messages (line 43).
In every round (from 1 onward) processes send the set of processes from which they received
start messages (line 52).

Process ¢ maintains a local map seen[j][r] that maps a process j and a round r to the set
of processes that j reported to have received start messages from in rounds 1-r (line 48), but
only if ¢ has received start messages from all the reported processes (line 45). By doing so,
we ensure that if for some correct process i and a round r seen;[j][r] contains a process [, |
is also in senders;. If this condition is not satisfied, the delivered counter for j (rts[j]) is not
increased and this message will be repeatedly delivered until the condition is satisfied.

Once there is a process i such that there exists a round s and there is a set S of f + 1
processes j for which seen;[j][s] is equal to senders;, we say that the stability condition
at line 53 is satisfied for S. At that time, ¢ and f more processes agree on the collected
arrays sent at round 0 by processes in senders;, and collect; holds the supremum of those
collected arrays. This is because whenever it received a start message, it updated its collect
so that currently collect; reflects all collects sent by processes in senders;. Thus, i can return
its current collect as the snapshot-aux result. Since reliable broadcast prevents Byzantine
processes from equivocating, there are f more processes that broadcast the same senders
set at that round, and any future round will “see” this set. As we later show, after at most
n + 1 rounds, the stability condition holds and hence the size of seen is O(n?®). Together
with the collected arrays, the total space complexity is cubic in n.

To ensure liveness in case some correct processes complete a snapshot-aux instance before
all do, we add a helping mechanism. Whenever a correct process successfully completes
snapshot-aux, it stores its result in a savesnap map, with the auxnum as the key (either at
line 24 or at line 59). This way, once one correct process returns from snapshot-aux, others
can read its result at line 35 and return as well. To prevent Byzantine processes from storing
invalid snapshots, each entry in the savesnap map is a tuple of the returned array and a proof
of the array’s validity. The proof is the set of messages received by the process that stores
its array in the current instance of snapshot-aux. Using these messages, correct processes
can verify the legitimacy of the stored array. If a correct process reads from savesnap a tuple
with an invalid proof, it simply ignores it.
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7.3 Correctness

We outline the key correctness arguments highlighting the main lemmas. Formal proofs of
auxiliary lemmas appear in Appendix B. To prove our algorithm is Byzantine linearizable,
we first show that all returned snapshots are totally ordered (by coordinate-wise order):

» Lemma 16. If two snapshot operations invoked by correct processes return s; and s;, then
85 2> 8; or s < 8.

Based on this order, we define a linearization. Then, we show that our linearization
preserves real-time order, and it respects the sequential specification. We construct the
linearization E as follows: First, we linearize all snapshot operations of correct processes
in the order of their return values. Then, we linearize every update operation by a correct
process immediately before the first snapshot operation that “sees” it. We say that a snapshot
returning s sees an update by process j that has timestamp ts if s[j].ts > ts. If multiple
updates are linearized to the same point (before the same snapshot), we order them by their
start times. Finally, we add updates by Byzantine processes as follows: We add update(v) by
a Byzantine process j if there is a linearized snapshot that returns s and s[j].val = v. We
add the update immediately before any snapshot that sees it.

We next prove that the linearization respects the sequential specification.

» Lemma 17. The i*" entry of the array returned by a snapshot invocation contains the
value v last updated by an update(v) invoked by process i in E, or its variable’s initial value
if no update was invoked.

th entry of the array returned by a snapshot, with a

Proof. Let v be the value in the i
corresponding timestamp ts,. By the definition of E, update(v) by process i with timestamp
ts is linearized immediately before ts, > ts. If i is correct and multiple update operations by
1 are linearized at that point, then since ¢ invokes updates sequentially and by Lemmas 26
and 27 their start times are ordered according to the increasing timestamps. Thus, as updates
are linearized by their start times, v matches the value of the last update. If i is Byzantine,
since we add updates only for values at the moment they are seen, v must match the value of
the last update. Additionally, if v is an initial value, then no updates were linearized before

it in F. «

Because an update is linearized immediately before some snapshot sees it and snapshots
are monotonically increasing, all following snapshots see the update as well. Next, we prove
in the two following lemmas that E preserves the real-time order.

» Lemma 18. If a snapshot operation invoked by a correct process i with return value s;
precedes a snapshot operation invoked by a correct process j with return value sj, then s; < s;.

Proof. Assume i invokes snapshot operation snap;, which returns s; before j invokes snapshot
snap;, returning s;. Let c¢; be the value of collect; that j reads at line 8 of snap; and let
co be the value it writes in collect; at line 9. At the end of the last snapshot-aux in snap;,
collected; > s; either because the return value is collected; (if snapshot-aux returns at
line 60), or because s; is reflected in collect by the end of line 25 if it is a savesnap returned
at line 36 or at line 58. Due to the monotonicity of collects (Lemma 27), s; < ¢;. Because j
reads ¢; when calculating ca, ¢; < co. Finally, by Observation 28, ¢z < s; and by transitivity
we get that s; < s;. <

» Lemma 19. Let s be the return value of a snapshot operation snap; invoked by a correct
process i. Let update;(v) be an update operation invoked by a correct process j that writes
(ts,v) and completes before snap; starts. Then, s[j|.ts > ts.
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Proof. Let ¢; be the time when j completes line 5 in update;(v) and writes (ts,v). Let to be
the time when i reads collect;[i] at line 8 in snap,. By Lemmas 26 and 27, since j is correct,
it follows that collect;[j].ts > ts at time to > t;. Thus, after line 9 in snap; collect;[j).ts > ts
and by Observation 28, s[j].ts > ts.

<

It follows from Lemma 19 and the definition of F, that if an update precedes a snapshot
it is linearized before it, and from Lemma 18 that if a snapshot precedes a snapshot it is also
linearized before it. The following lemma ensures that if an update precedes another update
it is linearized before it. That is, if a snapshot operation sees the second update, it sees the
first one.

» Lemma 20. If updatel by process i precedes update2 by process j and a snapshot operation
snap by a correct process sees update?, then snap sees updatel as well.

Proof. Let s be the return value of a snapshot that sees update2. By Observation 30, s is
the supremum of collect arrays sent at line 33. If s sees update2, by Lemma 26, it means
that s reflects collect; after line 5 of update2. After, j performed line 3 and updatel was
reflected in collect;. Hence, s sees updatel as well. <

Finally, the next lemmas prove the liveness of our algorithm.
» Lemma 21. Every correct process that invokes snapshot-auz(auznum) eventually returns.

Proof. Assume by induction on auxnum that all snapshot-aux instances with &’ < k (if any)
have returned at all correct processes. Then, for auxnum=Fk, all correct processes initiate
reliable broadcast instances and broadcast (0, ¢). This is because all correct processes invoke
snapshot infinitely often. Since all messages by correct processes are eventually delivered,
they all eventually complete line 50 in each round. Because |senders| is bounded, eventually
the senders sets of all correct processes stabilize, and due to reliable broadcast, they contain
the same set of processes for all correct processes. Thus, there is a round r for which
the condition at line 53 is satisfied. Therefore, at least one correct process returns from
snapshot-aux at line 60 (if it did not return sooner). Before returning, it updates its savesnap
register at line 59. If it returns at line 36 or at line 58 it also updates its savesnap register at
line 24. Every other correct process that has not yet returned from snapshot-aux will read
the updated savesnap in the next while iteration and will return at line 36. |

» Lemma 22. (Liveness) FEuvery correct process that invokes some operation eventually
returns.

Proof. If a correct process ¢ invokes an update operation then by the code it returns in
constant time. If ¢ invokes a snapshot operation at time ¢, let ¢ be the collected array at
line 8. Additionally, let k& be the maximum auxnum of any snapshot-aux operation that
was initiated by some process before time t. By Lemma 21, all snapshot-aux invocations
eventually return. At snapshot-aux(k 4 1), all correct processes see ¢ at lines 30-31 when
they update their collect. Since the return value is the supremum of f + 1 collect arrays, it
is guaranteed that when i executes snapshot-aux(k + 1), the returned value res will satisfy
res > c. <

We conclude the following theorem:

» Theorem 23. Algorithm 2 implements an f-resilient Byzantine linearizable snapshot object
forany f < 3.
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Proof. Lemma 16 shows that there is a total order on snapshot operations. Using this order,
we have defined a linearization E that satisfies the sequential specification (Lemma 17). We
then proved that F also preserves real-time order (Lemmas 18 — 20). Thus, Algorithm 2 is
Byzantine linearizable. In addition, Lemma 22 proves that Algorithm 2 is f-resilient. <

8 Conclusions

We have studied shared memory constructions in the presence of Byzantine processes. To
this end, we have defined Byzantine linearizability, a correctness condition suitable for shared
memory algorithms that can tolerate Byzantine behavior. We then used this notion to present
both upper and lower bounds on some of the most fundamental components in distributed
computing.

We proved that atomic snapshot, reliable broadcast, and asset transfer are all problems
that do not have f-resilient emulations from registers when n < 2f. On the other hand,
we have presented an algorithm for Byzantine linearizable reliable broadcast with resilience
n > 2f. We then used it to implement a Byzantine snapshot with the same resilience.
Among other applications, this Byzantine snapshot can be utilized to provide a Byzantine
linearizable asset transfer. Thus, we proved a tight bound on the resilience of emulations of
asset transfer, snapshot, and reliable broadcast.

Our paper deals with feasibility results and does not focus on complexity measures. In
particular, we assume unbounded storage in our constructions. We leave the subject of
efficiency as an open question for future work.
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Appendix A Byzantine Asset Transfer

In this section we adapt the asset transfer implementation from snapshots given in [17] to a
Byzantine asset transfer. The algorithm is very simple. It is based on a shared snapshot array
S, with a cell for each client process 4, representing i’s outgoing transactions. An additional
immutable array holds all processes’ initial balances. A process i’s balance is computed by
taking a snapshot of S and applying all of i’s valid incoming and outgoing transfers to i’s
initial balance. A transfer invoked by process i checks if i’s balance is sufficient, and if so,
appends the transfer details (source, destination, and amount) to ’s cell. Similarly to the
use of dependencies in the (message-passing broadcast-based) asset transfer algorithm of [17],
we also track the history of every transaction. To this end, we append to the process’s cell
also the snapshot taken to compute the balance for each transaction.

» Theorem 24. Algorithm / implements an f-resilient Byzantine linearizable asset transfer
object for any f < .

Proof. At any point during a sequential execution, we denote by B(p) the balance of
process p. Recall that the operation transfer(sre, dst,amount) causes the following changes:
B(sre) = B(src) — amount and B(dst) = B(dst) + amount.

In addition, at any point during a concurrent execution, we represent by balance(p) the
balance of process p derived from the state as follows:

If p is a correct process:

balance(p) = initial (p)

+ Z amount | tezn = (x, j, p,amount, *) € S[j] A valid(tzn)
j€correct(Il)

+ Z amount | tan = (x, j, p,amount, *) € S[j] A valid(tzn)
j€Byzantine(II)

A txn was read by some correct process

- Z amount | txn = (x,p, j,amount, *) € S[p] A valid(tzn)
JEN

If p is a Byzantine process:

balance(p) = initial (p)
+ Z amount | txn = (x, j, p,amount, *) € S[j] A valid(tzn)

jEcorrect(II)
+ Z amount | txn = (x, j, p,amount, *) € S[j] A valid(tzn)
jE€Byzantine(1l)
A txn was read by some correct process
— Z amount | txn = (x,p, j,amount, *) € S[p] A valid(tzn)
Jjel
A txn was read by some correct process
Let us examine an execution E of the algorithm. Let H be the history of E. First, we
define H¢ to be the history H after removing any pending read operations and any pending

transfer operations that did not complete line 18. We define H’' to be an augmentation of
He¢|correct as follows.

o7
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Algorithm 4 Byzantine Asset Transfer: code for process 4

shared Byzantine snapshot: S

initial- immutable array of initial balances

local variables: tzns; — sets of outgoing transaction, initially {}

ts; € N, initially 0

snap — array of sets of transactions, initially array of empty sets > the last snapshot
taken

struct txn contains:
timestamp ts,
source Src,
destination dst,
amount amount

1: procedure BALANCE(j,snap)
2 incoming < 0

3 outgoing < 0

4 for [ € [n] do

5: for k € snapll] do
6 if snap[l][k].dst = j and valid(snap[l][k]) then
7 incoming < incoming + snapll][k].amount
8 for k € snap[j] do

9 if valid(snap[j][k]) then

10: outgoing < outgoing + snap(j|[k].amount

11: return initial(j) + incoming — outgoing

12: procedure TRANSFER(src¢,dst,amount)
13: ts; < ts; +1
14: snap < S.snapshot()

15: if balance(sre, snap) < amount then

16: return false

17: txns; < trns;.append((ts;, sre, dst,amount, snap);)
18: S.update(tzns;)

19: return true

20: procedure READ(j)
21: snap + S.snapshot()
22: return balance(j, snap)
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For every Byzantine process j and a transaction txn = (ts, §, dst, amount, deps) such that
tezn appears in the array returned by the snapshot procedure (either in line 21 or line 14) for
at least one correct process i, we add to H' a transfer; (j,dst,amount) operation that begins
and ends immediately before the first correct process performs that snapshot procedure.
Since at least one correct process reads this transaction, this moment is well-defined. We
construct a linearization E’ of H' by defining the following linearization points:

Let o be a read; (j) operation by a correct process ¢ that completes line 14. The operation
linearizes at that moment.

Let o be a transfer; (i,dst,amount) operation by a correct process i that completed line 18.
The operation linearizes at that moment. Note that operations that do not complete this
line are removed from H’. By the code, these lines are between the invocation and the
return of the broadcast procedure.

If o is a completed transfer; (i,dst,amount) operation by a correct process ¢ that returns
false it linearizes at line 21.

Every Byzantine transfer; (j,dst,amount) operation by process j linearizes at the moment
we added it.

In H' there are no read operations by Byzantine processes. It is clear from construction
that each operation invoked by a correct process is mapped to some point between its invoca-
tion event and its response event. We now prove that the concrete concurrent run simulates
the specification. That is, if we execute the sequential run defined by the linearization points
the changes in the balances (represented by B) reflects the actual changes on balance. Before
the execution begins, B(p) is the initial balance of process p. As the snapshot is empty
before the run begins, it holds by definition that B(p) = balance(p). We now show that at
any point B(p) = balance(p).

We prove the equivalence of B(p) and balance(p) by induction on the steps in the
executions. We assume that the claim holds before a particular step and show that it remains
the same after each step. For a correct process p, balances(p) changes at line 18 when some
transfer involving p is updated in the snapshot. As this is the linearization point of a transfer
operation, the same change in balance also applies to B(p) at that moment. For a Byzantine
process p, balances(p) changes at line 14 or line 14 when its transaction is being read by a
correct process. A transfer operation by Byzantine processes is added immediately before
the first correct process reads it, so this change also reflect B(p) at that moment.

Next, we prove f-resilience.

» Lemma 25. (Liveness) Every correct process that invokes some operation eventually
returns.

Proof. This is immediate from the snapshot f-resilient guarantees and the fact that all other
operations are local computations. <

<

Appendix B Byzantine Snapshot: Correctness

» Lemma 26. For a correct process i, at each point during an execution collect;|i] contains
the value signed by j with the highest timestamp until that point.
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Proof. By induction on the execution; collect;[i] can change either at line 5 or at line 18.
If it changes at line 5, ts; is increased and collect;[i] contains the value with the highest
timestamp. By induction, no signed value encountered at line 17 has s timestamp higher
than the one in collect;[i], so it is not updated at line 18. <

» Lemma 27. For a correct process i, collect; is monotonically increasing.

Proof. Let j € [n]. We prove that every time the value in collect;[j] is updated from m to
m’, it holds that m'.ts > m.ts. By the code collect;[j] changes either at line 5 or at line 18.
In both cases, the value in collect;[j] is signed by j. If collect;[j] changes at line 18, then
monotonicity is immediate from the condition at line 17. Otherwise, it changes at line 5,
indicating that ¢ = j and monotonicity follows from Lemma 26. <

» Observation 28. For a snapshot operation invoked by a correct process i, let c; be the
collected array at line 8 and let s be the return value. Then, s > ¢;.

Proof. Immediate from the condition at line 13. <

» Invariant 1. For any correct process i that invokes snapshot-auz(k), it holds that collect;
is the supremum of the arrays in start message sent by processes in senders; from line 33
and until the return value of snapshot-auz(k) is determined at line 23 or at line 60.

Proof. First, at line 33 senders; contains 7 itself, and i sends exactly its collect; array. The
argument continues by induction on steps of snapshot-aux(k). Other than line 25, collect;
and senders; change together: Whenever i receives a start message with an array ¢ from
process j, it updates collect; with the higher-timestamped values found in ¢ and adds j to
senders; (lines 42— 43).

<

» Definition 29. We say that the stability condition holds for a return value s1 of snapshot-
auz(k) with a round r and a set of processes S if (1) |S| > f+ 1, (2) there is a set S' 2 S
so that for each p € S the union of all jsenders sets sent in p’s messages in rounds 1 to r is
S’, and (3) s1 is the supremum of the collects sent in start messages of members of S’.

» Observation 30. If sy is returned from snapshot-aux(k) by a correct process i, then s;
satisfies the stability condition for some set S in some round r.

Proof. Consider two cases. First, if ¢ returns s; at line 60, then the condition is satisfied
for s; with the round s that satisfies the condition at line 53 and the set of f + 1 processes
for which the condition at line 53 holds. S’ is the set in senders; at the time the condition
is satisfied. Since messages are delivered in order, we get that S’ D S. Because the return
value is collect;, (3) follows from Invariant 1.

Second, if ¢ adopts a saved snapshot s; with a proof and returns at line 36 or at line 58,
then the proof contains f + 1 messages from some round r and corresponding start messages
satisfying the stability condition. <

» Lemma 31. For a given k, Let i, j be two correct processes that return s;, s; from snapshot-
auz(k). Then s; < s; or s; > s;.

Proof. By Observation 30, s; satisfies the stability condition for some set S7 in some round
r1. Let S| be the set guaranteed from the definition. Also by Observation 30, s; satisfies the
stability condition and some set S in some round ro. Let S be the set guaranteed from the
definition.
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Since |S1| > f+ 1 and |S2| > f + 1, there is at least one process p € S1 N Se. Due to
reliable broadcast, p cannot equivocate with the set of processes jsenders sent in each round
of snapshot-aux(k).

If 1 = ro: By property (2) of Definition 29 S7 = S5, and by (3) s; = s;.

If r1 # ro: Assume WLOG r; < ry. Since the union of all jsenders sets sent in p’s
messages in rounds 1 to 79 is a superset of those sent in rounds 1 to r1, S5 2 S7 and then
by (3) s; > s;.

<«

» Lemma 32. Let i,j be two correct processes returning s;,s; resp. from snapshot-aux
with auznum = k, such that s; > s;. Then when i begins any snapshot-auz; (k') for k' > k,
collect; > s;.

Proof. Since j is correct, by Observation 30, s; satisfies the stability condition. Let ¢; be
a time when the condition is satisfied. At time ¢1, there is at least one correct process
I such that collect; > s;. We show that either (1) j does not return s; or (2) 4 begins
snapshot-aux; (k") with collect; > s;. If i begins snapshot-aux; (k) after ¢;, then when it
updates its collect at lines 30-31, it reads the values in collect;. By Lemma 27, collect; is
greater than or equal to its value at time ¢;. Thus, we get that collect; > collect; > s; and
(2) holds. Otherwise, i saves s; at line 59 before starting snapshot-aux(k'), which is before
time ¢;. Between time ¢; and the time it returns s;, j checks stored snapshots (at line 21).
When it does so, j reads s;, and since s; > s; and j returns the minimal array it sees, (1)
holds.

<

» Lemma 33. If snapshot-aux;(k) of a correct process i returns s;, there is a correct process
J s.t. j invoked snapshot-auz;(k) and s; > ¢;, where ¢; is the value of collected; after the
collection at line 81 in snapshot-auz(k) at j.

Proof. If snapshot-aux;(k) returns at line 60, then ¢ returns collect; and by Lemma 27,
s; = collect; is greater than or equal to its value after the collection at line 31 so the lemma
holds with ¢ = j. Otherwise, snapshot-aux;(k) returns s; at line 36 or at line 58 and s; is an
array saved in savesnap with a proof o signed by process p. Since i validates s;, there was a
round r such that |{j| seenp[j][s] = senders,}| > f + 1. Thus, there was at least one correct
process j in this set. Since j adds itself to senders; (Section 7.1), senders; is broadcast by
Jj at every round (Section 7.1), and it is the set added to seen, the array c; sent in j's start
message is reflected in s;. This set is exactly the value of collected; after the collection at
line 31 in snapshot-aux(k) at j, and hence s; > ¢;. <

Lemma 16. If two snapshot operations invoked by correct processes return s; and s;, then
85 2> 8; or s < 8.

Proof. By the code, s; is the return value of some snapshot-aux;(k;) and s; is the return
value of some snapshot-aux;(k;). WLOG, k; > k;.

If k; = k;, the proof follows from Lemma 31.

If k; > k;: By Lemma 33, there is a correct process ! that invoked snapshot-aux;(k;),
collected ¢; at line 31 of snapshot-aux;(k;) (where ¢; is the value of collected; at that
time), and s; > ¢;. Let s; be the return value of snapshot-aux;(k;) (note that ! invokes
snapshot-aux with increasing auxnums, so such a value exists). Consider two cases. First,
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if s; > s;, then by Lemma 32, s; < ¢;. Thus, s; < ¢ < s; and the lemma follows.
Otherwise, s; < s;. At the end of snapshot-aux;(k;) collected; > s; because either the
return value is collected;, or s; is reflected in collect by the end of line 25. Due to the

monotonicity of collects (Lemma 27), s; < ¢;. We conclude that s; < 53 < ¢ < s, as
required.
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—— Abstract

Advances in blockchains have influenced the State-Machine-Replication (SMR) world and many
state-of-the-art blockchain-SMR solutions are based on two pillars: Chaining and Leader-rotation.
A predetermined round-robin mechanism used for Leader-rotation, however, has an undesirable
behavior: crashed parties become designated leaders infinitely often, slowing down overall system
performance. In this paper, we provide a new Leader-Aware SMR framework that, among other
desirable properties, formalizes a Leader-utilization requirement that bounds the number of rounds
whose leaders are faulty in crash-only executions.

We introduce Carousel, a novel, reputation-based Leader-rotation solution to achieve Leader-
Aware SMR. The challenge in adaptive Leader-rotation is that it cannot rely on consensus to
determine a leader, since consensus itself needs a leader. Carousel uses the available on-chain
information to determine a leader locally and achieves Liveness despite this difficulty. A HotStuff
implementation fitted with Carousel demonstrates drastic performance improvements: it increases
throughput over 2x in faultless settings and provided a 20x throughput increase and 5x latency
reduction in the presence of faults.

2012 ACM Subject Classification Theory of computation — Distributed algorithms

Keywords and phrases SMR; Leader-election, Chain-quality

1 Introduction

Recently, Byzantine agreement protocols in the eventually synchronous model such as
Tendermint [5], Casper FFG [6], and HotStuff [22], brought two important concepts from
the world of blockchains to the traditional State Machine Replication (SMR) [12] settings,
Leader-rotation and Chaining. More specifically, these algorithms operate by designating
one party as leader of each round to propose the next block of transactions that extends
a chained sequence of blocks. Both properties depart from the approach used by classical
protocols such as PBFT [7], Multi-Paxos [13] and Raft [17] (the latter two in benign settings).
In those solutions, a stable leader operates until it fails and then it is replaced by a new
leader. Agreement is formed on an immutable sequence of indexed (rather than chained)
transactions, organized in slots.
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Leader-rotation is important in a Byzantine setting, since parties should not trust each
other for load sharing, reward management, resisting censoring of submitted transactions,
or ordering requests fairly [11]. The advantage of Chaining is that it simplifies the leader
handover since in the common case the chain eliminates the need for new leaders to catch up
with outcomes from previous slots.

In the permissioned SMR settings [1], most existing Leader-rotation mechanisms use a
round-robin approach to rotate leaders [8,21,22]. This guarantees that honest parties get a
chance to be leaders infinitely often, which is sufficient to drive progress and satisfy Chain-
quality [10]. Roughly speaking, the latter stipulates that the number of blocks committed to
the chain by honest parties is proportional to the honest nodes’ percentage. The drawback of
such a mechanism is that it does not bound the number of faulty parties which are designated
as leaders during an execution. This has a negative effect on latency even in crash-only
executions, as each crashed leader delays progress. Similarly to XFT [14], we seek to improve
the performance in such executions. Unlike XFT, we also maintain Chain-quality to thwart
Byzantine attacks.

In this paper, we propose a leader-rotation mechanism, Carousel, that enjoys both worlds.
Carousel satisfies non-zero Chain-quality, and at the same time, bounds the number of faulty
leaders in crash-only executions after the global stabilization time (GST), a property we
call Leader-utilization. The Carousel algorithm leverages Chaining to execute purely locally
using information available on the chain, avoiding any extra communication. To capture all
requirements, we formalize a Leader-Aware SMR problem model, which alongside Agreement,
Liveness and Chain-quality, also requires Leader-utilization. We prove that Carousel satisfies
the Leader-Aware SMR requirements.

The high-level idea to satisfy Leader-utilization is to track active parties via the records
of their participation (e.g. signatures) at the committed chain prefix and elect leaders among
them. However, if done naively, the adversary can exploit this mechanism to violate Liveness
or Chain-quality. The challenge is that there is no consensus on a committed prefix to
determine a leader, since consensus itself needs a leader. Diverging local views on committed
prefixes may be effectuated, for instance, by having a Byzantine leader reveal an updated
head of the chain to a subset of the honest parties. Hence, Carousel may not have agreement
on the leaders of some rounds, but nevertheless guarantees Liveness and Leader-utilization
after GST.

To focus on our leader-rotation mechanism, we abstract away all other SMR components
by defining an SMR, framework. Similarly to [20], we capture the logic and properties of
forming and certifying blocks of transactions in each round in a Leader-based round (LBR)
abstraction, and rely on a Pacemaker abstraction [4,15,16] for round synchronization. We
prove that when instantiated into this framework, Carousel yields a Leader-Aware SMR
protocol. Specifically, we show (1) for Leader-utilization: at most O(f2) faulty leaders may
be elected in crash-only executions (after GST); and (2) for Chain-quality: one out of O(f)
blocks is authored by an honest party in the worst-case. Note that in practice Chain-quality
guarantees are much better since the worst case scenario requires the adversary to posses an
unrealistic power.

We provide an implementation of Carousel in a HotStuff-based system and an evaluation
that demonstrates a significant performance improvement. Specifically, we get over 2x
throughput increase in faultless settings, and 20x throughput increase and 5x latency
reduction in the presence of faults. Our mechanism is adopted in the most recent version of
DiemBFT [21], a deployed HotStuff-based system.
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2 Model and Problem Definition

We consider a message-passing model with a set of n parties Il = {p1,...,pn}, out of which
f < 3 are subject to failures. A party is crashed if it halts prematurely at some point during
an execution. If it deviates from the protocol it is Byzantine. An honest party never crashes
or becomes Byzantine. We say that an execution is crash-only if there are no Byzantine
failures therein.

For the theoretical analysis we assume an eventually synchronous communication model [9]
in which there is a global stabilization time (GST) after which the network becomes syn-
chronous. That is, before GST the network is completely asynchronous, while after GST
messages arrive within a known bounded time, denoted as §.

As we later describe, we abstract away much of the SMR implementation details by
defining and using primitives. Therefore, our Leader-rotation solution is model agnostic and
the adversarial model depends on the implementation choices for those primitives.

Leader-Aware SMR

In this section we introduce some notation and then define the Leader-Aware SMR, problem.
Roughly speaking, Leader-Aware SMR, captures the desired properties of the Leader-rotation
mechanism in SMR protocols that are leader-based.

An SMR protocol consists of a set of parties aiming to maintain a growing chain of
blocks. Parties participate in a sequence of rounds, attempting to form a block per round.
In Leader-Aware SMR, each round is driven by a leader. We capture these rounds via the
Leader-based round (LBR) abstraction defined later.

A block consists of transactions and the following meta-data:

A (cryptographic) link to a parent block. Thus, each block implicitly defines a chain to

the genesis block.

A round number in which the block was formed.

The author id of the party that created the block.

A certificate that (cryptographically) proves that 2f 4+ 1 parties endorsed the block in

the given round and with the given author. We assume that it is possible to obtain the

set of 2f 4+ 1 endorsing parties'.
Note that having a round number and the author id as a part of the block is not strictly
necessary, but they facilitate formalization of properties and analysis. For example, an honest
block is defined as a block authored by an honest party and a Byzantine block is a block
authored by a Byzantine party.

We assume a predicate certified(B,r) € {true, false} that locally checks whether the
block has a valid certificate, i.e. it has 2f +1 endorsements for round r. If certified(B,r) =
true we say that B is a certified block of round r. When clear from context, we say that B
is certified without explicitly mentioning the round number.

An SMR protocol does not terminate, but rather continues to form blocks. Each block B
determines its implied chain starting from B to the genesis block via the parent links. We
use notation B — B’, saying B’ extends B, if block B is on B’’s implied chain. Honest
parties can commit blocks in some rounds (but usually not all). A committed block indirectly
commits its implied chain. An SMR protocol must satisfy the following:

L This can be achieved by multi-signature schemes which are practically as efficient as threshold signa-
tures [3].
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» Definition 1 (Leader-Aware SMR). Liveness: An unbounded number of blocks are

committed by honest parties.

Agreement: If an honest party p; has committed a block B, then for any block B’

committed by any honest party p; either B — B’ or B — B.

Chain-quality: For any block B committed by an honest party p;, the proportion of

Byzantine blocks on B’s implied chain is bounded.

Leader-Utilization: In crash-only executions, after GST, the number of rounds r for

which no honest party commits a block formed in r is bounded.
The first two properties are common to SMR protocols. While most SMR, algorithms
satisfy the above mentioned Liveness condition, a stronger Liveness property can be defined,
requiring that each honest party commits an unbounded number of blocks. This property
can be easily be achieved by an orthogonal forwarding mechanism, where each honest leader
that creates a block explicitly sends it to all other parties. A notion of Chain-quality that
bounds the adversarial control over chain contents was first suggested by Garay et al. [10].
We introduce the Leader-utilization property to capture the quality of the Leader-rotation
mechanism in crash-only executions. Note that although it is tempting to define leader
utilization for Byzantine executions as well, it seems impossible to do so without failure
detectors. Byzantine parties can decide not to form a block whenever they become leaders.
This reduces to the question — can we bound the number of adversarial leaders? the answer
is, unfortunately, no.

3 Leader-Aware SMR: The Framework

In order to isolate the Leader-rotation problem in Leader-Aware SMR protocols, we abstract
away the remaining logic into two components. First, similar to [19,20] we capture the logic
to form and commit blocks by the Leader-based round (LBR) abstraction (Section 3.1). We
follow [4,16] and capture round synchronization by the Pacemaker abstraction (Section 3.2).
These two abstractions can be instantiated with known implementations from existing SMR
protocols.

In Section 3.3 we define the core API for Leader-rotation and combine it with the above
components to construct an SMR protocol. In Section 4 we present a Leader-rotation
algorithm that can be easily computed based on locally available information and makes the
construction a Leader-Aware SMR.

3.1 Leader-based round (LBR)

The LBR abstraction exposes to each party p; an API to invoke LBR(r,{), where r € N is a
round number and ¢ is the leader of round r according to party p;. Intuitively, a leader-based
round captures an attempt by parties to certify and commit a block formed by the leader? —
which naturally requires sufficiently many parties to agree on the identity of the leader. We
assume that non-Byzantine parties can only endorse a block B with round number r and
author ¢ by calling LBR(r, {).

Every LBR invocation returns within A; > ¢d time, where ¢ depends on the specific LBR
implementation (i.e., each round requires a causal chain of ¢ messages to complete). That is,
A; captures the inherent timeouts required for eventually synchronous protocols. We say

2 Existing SMR protocols may have separate rounds (and even leaders) for forming and committing
blocks, but this distinction is not relevant for the purposes of the paper and LBR abstraction is defined
accordingly.
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that round r has k < n LBR-synchronized(¢) invocations if k honest parties invoke LBR(r, {)
after GST and within A; — ¢ time of each other with the same party ¢3.

The return value of an LBR invocation in round r is always a block with a round number
r’ < r. The intention is for LBR invocations to return gradually growing committed chains.
Occasionally, there is no progress, in which case the invocations are allowed to return a
committed block whose round 7’ is smaller than r. Formally, the output from LBR satisfies
the following properties:

» Definition 2 (LBR). Endorsement: For any block B and roundr, if certified(B,r) =

true, then the set of endorsing parties of B contains 2f + 1 parties. *

Agreement: If B and B’ are certified blocks that are each returned to an honest party
from an LBR invocation, then either B — B’ or B’ — B.

Progress: If there are k > 2f + 1 LBR-synchronized({) invocations at round r and £ is
honest, then they all return a certified B with round number r authored by €.

Blocking: If a non-Byzantine party { never invokes LBR(r,f), then no LBR(r,{)
invocation may return a certified block formed in round r.

Reputation: If a non-Byzantine party p never invokes LBR for round r, then any
certified block B with round number r does not contain p among its endorsers.

The LBR definition intends to capture just the key properties required for round abstrac-
tion in SMR protocols but leaves room for various interesting behavior. For example, if the
progress preconditions are not met at round 7, then some honest parties may return a block
B for round r while others do not. Moreover, in this case the adversary can hide certified
blocks from honest parties and reveal them at any point via the LBR return values.

3.2 The Pacemaker

The Pacemaker [4,15,16] component is a commonly used abstraction, which ensures that,
after GST, parties are synchronized and participate in the same round long enough to satisfy
the LBR progress. We assume the following:

» Definition 3 (Pacemaker). The Pacemaker eventually produces new_round(r) notifications
at honest parties for each round r. Suppose for some round r all new_round(r) notifications
at non-Byzantine parties occur after GST, the first of which occurs at time Ty, and the
last of which occurs at time T;. Then no non-Byzantine party receives a new_round(r + 1)
notification before Ty + Ay, and Ty — Ty < §. The Pacemaker can be instantiated with any
parameter Ay, > 0.

To combine the LBR and Pacemaker components into an SMR protocol in Section 3.3 we
fix A, = A;. Note that by using the above definition, the resulting protocol is not responsive
since parties wait A, before advancing rounds. This can easily be fixed by using a more
general Pacemaker definitions from [4,15,16]. However, we chose the simplified version above
for readability purposes since the Pacemaker is orthogonal to the thesis of our paper.

3 LBR-synchronized requires that the corresponding execution intervals have a shared intersection lasting
> ¢d time.

4 Note that Endorsement implies that although LBR can be invoked for round r with more than one
leader [, there is at most one author for a block in r.

68



Be Aware of Your Leaders

3.3 Leader-rotation - the missing component

In Algorithm 1 we show how to combine the LBR and Pacemaker abstractions into a leader-
based SMR protocol. The missing component is the Leader-rotation mechanism, which
exposes a choose_leader(r, B) API. It takes a round number r € N and a block B and
returns a party p € II. The choose_ leader procedure is locally computed by each honest
party at the beginning of every round.

The Agreement property of Algorithm 1 follows immediately from the Agreement property
of LBR, regardless of choose leader implementation. In Appendix A we prove that Al-
gorithm 1 satisfies liveness as long as all honest parties follow the same choose_leader
procedure and that this procedure returns the same honest party at all of them infinitely often.
In the next section we instantiate Algorithm 1 with Carousel: a specific choose_leader
implementation to obtain a Leader-Aware SMR protocol. That is, we prove that Algorithm 1
with Carousel satisfies liveness, Chain-quality, and Leader-utilization.

Algorithm 1 Constructing SMR: code for party p;

1: commit__head < genesis

2: upon new_round (r) do

3: leader < choose_leader (r, commit_head)

B < LBR(r,leader)

if commit _head — B then
commit B > all blocks in B’s implied chain that were not yet committed.
commit__head <+ B

4 Carousel: A Novel Leader-Rotation Algorithm

In this section, we present Carousel- our Leader-rotation mechanism. The pseudo-code is
given in Algorithm 2, which combined with Algorithm 1 allows to obtain the first Leader-
Aware SMR protocol.

We use reputation to avoid crashed leaders in crash-only executions. Specifically, at the
beginning of round r, an honest party checks if it has committed a block B with round
number r — 1. In this case, the endorsers of B are guaranteed to not have crashed by round
r — 1. For Chain-quality purposes, the f latest authors of committed blocks are excluded
from the set of endorsers, and a leader is chosen deterministically from the remaining set.

If an honest party has not committed a block with round number r — 1, it uses a round-
robin fallback scheme to elect the round r leader. Notice that different parties may or may
not have committed a block with round number r — 1 before round r. In fact, the adversary
has multiple ways to cause such divergence, e.g. Byzantine behavior, crashes, or message
delays. As a result, parties can disagree on the leader’s identity, and potentially compromise
liveness. We prove, however, that Carousel satisfies liveness, as well as leader utilization and
Chain-quality. Specifically, we show that (1) the number of rounds r for which no honest
party commits a block formed in r is bounded by O(f?); and (2) at least one honest block is
committed every 5f + 2 rounds. The argument is non-trivial since, for example, we need to
show that the adversary cannot selectively alternate the fallback and reputation schemes to
control the Chain-quality.
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Algorithm 2 Leader-rotation: code for party p;

8: procedure choose_ leader(r, commit__head)

9: last_authors < ()
10: if commit__head.round_number #r — 1 then
11: return (r mod n) > round-robin fallback
12: active <+ commit__head.endorsers
13: block < commit__head
14: while |last__authors| < f Ablock # genesis do
15: last__authors «+ last__authors U {block.author}
16: block + block.parent
17: leader__candidates < active \ last__authors
18: return leader__candidates.pick__one() > deterministically pick from the set

4.1 Correctness

Leader-Utilization.

In this section, we are concerned with the protocol efficiency against crash failures. We
consider time after GST, and at most f parties that may crash during the execution but
follow the protocol until they crash (i.e., non-Byzantine). We say that a party p crashes in
round 7 if 41 is the minimal number for which p does not invoke LBR in line 4. Accordingly,
we say that a party is alive at all rounds before it crashes. In addition, we say that a round
r occurs after GST if all new_round (r) notifications at honest parties occur after GST.

We start by introducing an auxiliary lemma which extends the LBR Progress property for
crash-only executions. Since in a crash-only case faulty parties follow the protocol before they
crash, honest parties cannot distinguish between an honest leader and an alive leader that
has not crashed yet. Hence, the LBR Progress property hold even if the leader crashes later
in the execution. Formal proof of the following technical lemma, using indistinguishability
arguments, appears in Appendix A.

» Lemma 4. In a crash-only execution, let r be a round with k > 2f+1 LBR-synchronized(()
invocations, such that £ is alive at round r, then these k invocations return a certified B with
round number r authored by £.

Furthermore, if no party crashes in a given round and the preconditions of the adapted
LBR Progress conditions are met a block is committed in that round and another alive leader
is chosen.

» Lemma 5. If the preconditions of Lemma 4 hold and no party crashes in round r, then
k> 2f + 1 honest parties commit a block for round r and return the same leader ¢’ at line 3
of round r + 1 and ' is alive at round 7.

Proof. By Lemma 4, k honest parties return from LBR(r,¢) with a certified block B with
round number 7 authored by ¢. Then, since commit__head — B, they all commit B at line 6
of round r + 1. By the LBR Reputation property, the set of B’s endorsers does not include
parties that crashed in rounds < r. Since no party crashes in round r, B’s endorsers are all
alive in round r. Since these 2f + 1 parties each committed block B with round number r,
in choose_ leader in Algorithm 1, they all use the reputation scheme (line 18) to choose
the leader of round r + 1, that we showed is alive at round r. <
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Next, we utilize the latter to prove that in a round with no crashes, it is impossible for a
minority of honest parties to return with a certified block from an LBR instance. Namely,
either no honest party returns a block, or at least 2f + 1 of them do.

» Lemma 6. In a crash-only execution, let r be a round after GST in which no party crashes.
If one honest party returns from LBR with a certified block B with round number r, then
2f + 1 honest parties return with B.

Proof. Assume an honest party returns a certified block B with round number r after
invoking LBR(r,¢). By the LBR Blocking property, ¢ itself must have invoked LBR(r,{)
and by assumption it was alive at round r. By the LBR Endorsement property, the set of
endorsing parties of B contains 2f + 1 parties. Since we consider a crash-only execution, it
follows by assumption that 2f + 1 party called LBR(r,£). Due to the use of Pacemaker,
these calls are LBR~synchronized(£) invocations. Finally, by Lemma 4 all these calls return a
certified B with round number r authored by #.

<«

We prove that in a window of f + 2 rounds without crashes, there must be a round with
the sufficient conditions for a block to be committed for that round.

» Lemma 7. In a crash-only execution, let R be a round after GST such that no party
crashes between rounds R and R+ f 42 (including). There exists a round R <r < R+ f+2
for which there are 2f + 1 LBR-synchronized(?) invocations with a leader ¢ that is alive at
round r.

Proof. First, let us consider the LBR invocations for round R. By Lemma 6, if one honest
party returns with a block B with round number R, then 2f + 1 honest parties return with
B, commit it and update commit__head accordingly (line 7). In this case, there are 2f + 1
choose_leader(R+1, B) invocations, which all return at line 18. Otherwise, no party return
a block with round number R, and thus they all return at line 11. By the code and since
a block implies a unique chain, in both cases 2f + 1 honest parties return the same leader
¢ in choose_leader(R + 1, B) (either by reputation or round-robin). By the Pacemaker
guarantees and since R + 1 occurs after GST, there are at least 2f + 1 LBR-synchronized ()
invocations. If ¢ is alive at round R + 1, we are done. Otherwise, £ must have been crashed
before round R by the alive definition and lemma assumptions. Thus, by the LBR Blocking
property no honest party commits a block for round R and they all choose the same leader
for the following round at line 11. The lemma follows by applying the above argument for
R+f+2—-—R+1=f+1 rounds.

<

Finally, we bound by O(f?) the total number of rounds in a crash-only execution for
which no honest party commits a block:

» Lemma 8. Consider a crash-only execution. After GST, the number of rounds r for which
no honest party commits a block formed in r is bounded by O(f?).

Proof. Consider a crash-only execution and let Ry, Rs, ... Ry the rounds after GST in which
parties crash (k < f). For ease of presentation we call a round for which no honest party
commits a block formed in r a skipped round. We prove that the number of skipped rounds
between R; and R; 41 for 1 < i < k is bounded. If R;11 — R; < f +4, then there are at most
f -+ 4 rounds and hence at most f + 4 skipped rounds. Otherwise, we show that at most
f + 2 rounds are skipped between rounds R; and R;y1.
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First, by Lemma 7, there exists a round R; < R; + 1 <r < R, + 1+ f+2 < R;4; for
which there are 2f + 1 LBR-synchronized(¢) invocations with a leader £ that is alive at round
r. By Lemma 5, since no party crashes in round r, 2f + 1 honest parties return the same
leader ¢ at line 3 of round r + 1 and ¢ is alive at round r. Since no party crashes at round
r 4+ 1 as well (because R;y1 — R; > f +4), ¢' is alive at round r + 1. By the Pacemaker
guarantees and since we consider rounds after GST, we conclude that there are at least 2f + 1
LBR-synchronized(¢') invocations for round r + 1. By Lemma 5 applied again for round
r 41, 2f 4+ 1 honest parties commit a block for round r 4+ 1. Thus, round r 4 1 is not skipped.
We repeat the same arguments until round R;1, and conclude that in each of these rounds
a block is committed. Hence, the rounds that can possibly be skipped between R; and R;11
are R; <1’ < r. Thus there are O(f) skipped round between R; and R;.1. For Ry we use
similar arguments but since no party crashes after Ry, we apply Lemma 5 indefinitely. We
similarly conclude that there are O(f) skipped rounds after Ry. All in all, since k < f, we
get O(f?) skipped rounds.

<

We immediately conclude the following:

» Corollary 9. Algorithm 1 with Algorithm 2 satisfies Leader-utilization.

4.1.1 Chain-Quality.

For the purposes of the Chain-quality proof, we say that a block is committed when some
honest party commits it. We say that a block B with round number r is immediately
committed if an honest party commits B in round r. When we refer to a leader elected in
of Algorithm 2 from the round-robin mechanism we mean line 11, and when we refer to a
leader elected from the reputation mechanism, we mean line 18.

We begin by showing that each round assigned with an honest round-robin leader implies
a committed block in that round or the one that precedes it (not necessarily an honest block).

» Lemma 10. Let r be a round after GST such that p; = (r mod n) is honest. Then, either
a Byzantine block with round number r — 1 or an honest block with round number r — 1 or r
is immediately committed.

Proof. If a block is immediately committed with round number r — 1 then we are done.
Otherwise, no honest party commits a block with round number » — 1 in round r — 1, and
they all elect the round r leader ¢ using the round-robin mechanism. By the assumption, ¢ is
honest.

By the Pacemaker, all honest invocations of LBR(r, £) in line 4 are LBR-synchronized(?).
Since there are at least 2f + 1 honest parties, by the LBR Progress property, all honest
invocations return the same certified block B with round number r authored by ¢. Then,
the honest parties commit B at line 6. <

If there are two consecutive rounds assigned with honest round-robin leaders and in
addition the last f committed blocks are Byzantine, then an honest block follows, as proven
in the following lemma.

> Lemma 11. Let v’ be a round after GST such that p; = (r' mod n) and p; = (' +1
mod n) are honest. Suppose f blocks with round numbers in [r,r") with different Byzantine
authors are committed. For a block B with round number ' or v’ + 1 that is immediately
committed, there is an honest block with round number [r,r’ 4+ 1] on B’s implied chain.
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Proof. By the LBR endorsement assumption and property, the author of block B should be
either a reputation-based, or a round-robin leader of round v’ or r’ + 1. If it is a round-robin
leader, then by the lemma assumption, the leader is honest and since B is the head of its
implied chain, the proof is complete. Thus, in the following we assume that B’s author is
a reputation-based leader. By the SMR Agreement property and the lemma assumption,
B’s implied chain contains f blocks with different Byzantine authors and rounds numbers in
[r,7"). By the code of the reputation-based mechanism, either all f Byzantine authors are
excluded from the leader candidates which implies that B has an honest author, or that
there is an honest block with round number in [r,7') on B’s implied chain.

<

Lastly, the following lemma proves that in any window of 5f + 2 rounds an honest block
is committed.

» Lemma 12. Let r be a round after GST. At least one honest block is committed with a
round number in [r,r +5f + 2].

Proof. Suppose for contradiction that no honest block with round number in [r,7 + 5f + 2]
is committed. There are at least f rounds ' in [r,7 + 3f + 1), such that rounds v’ — 1
and r’ are allocated an honest leader by the round-robin mechanism. By Lemma 10, a
block with round number ' — 1 or 7/ is immediately committed. Due to Lemma 10 and the
contradiction assumption, for any such round 7/, a Byzantine block with round number r’ — 1
is immediately committed. Since ' — 1 has an honest round-robin leader, the block must be
committed from the reputation mechanism.

It follows that f Byzantine blocks with round numbers in [r,r + 3f + 1) are immediately
committed from the reputation mechanism, and consequently, they all must have different
authors. Note that there exists v € [r+3f + 1,7 + 5f + 2) (in a window of 2f + 1
rounds), such that the round-robin mechanism allocates honest leaders to rounds 7’ and 7'+ 1.
By Lemma 10, a block B with round number r’ or 7' +1 is immediately committed. Lemma 11
concludes the proof. <

We conclude the following:
» Corollary 13. Algorithm 1 with Algorithm 2 satisfies Chain-quality and Liveness.

Taken jointly, Theorem 9, Theorem 13, and the Agreement property proved in Section 3.3
yield the following theorem:

» Theorem 14. Algorithm 1 with Algorithm 2 implements Leader-Aware SMR.

5 Implementation

We implement Carousel on top of a high-performance open-source implementation of Hot-
Stuff> [22]. We selected this implementation because it implements a Pacemaker [22],
contrarily to the implementation used in the original HotStuff paper®. Additionally, it
provides well-documented benchmarking scripts to measure performance in various condi-
tions, and it is close to a production system (it provides real networking, cryptography, and

5 https://github.com/asonnino/hotstuff
6 https://github.com/hot-stuff/libhotstuff
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persistent storage). It is implemented in Rust, uses Tokio” for asynchronous networking,
ed25519-dalek® for elliptic curve based signatures, and data-structures are persisted using
RocksDB?. It uses TCP to achieve reliable point-to-point channels, necessary to correctly
implement the distributed system abstractions. By default, this HotStuff implementation
uses traditional round-robin to elect leaders; we modify its LeaderElector module to use
Carousel instead. Implementing our mechanism requires adding less than 200 LOC, and
does not require any extra protocol message or cryptographic tool. We are open-sourcing
Carousel'® along with any measurements data to enable reproducible results'!.

6 Evaluation

We evaluate the throughput and latency of HotStuff equipped Carousel through experiments
on Amazon Web Services (AWS). We then show how it improves over the baseline round-robin
leader-rotation mechanism. We particularly aim to demonstrate that Carousel (i) introduces
no noticeable performance overhead when the protocol runs in ideal conditions (that is, all
parties are honest) and with a small number of parties, and (ii) drastically improves both
latency and throughput in the presence of crash-faults. Note that evaluating BFT protocols
in the presence of Byzantine faults is still an open research question [2].

We deploy a testbed on AWS, using m5.8xlarge instances across 5 different AWS regions:
N. Virginia (us-east-1), N. California (us-west-1), Sydney (ap-southeast-2), Stockholm (eu-
north-1), and Tokyo (ap-northeast-1). Parties are distributed across those regions as equally
as possible. Each machine provides 10Gbps of bandwidth, 32 virtual CPUs (16 physical
core) on a 2.5GHz, Intel Xeon Platinum 8175, 128GB memory, and run Linux Ubuntu server
20.04.

In the following sections, each measurement in the graphs is the average of 5 independent
runs, and the error bars represent one standard deviation. Our baseline experiment parameters
are 10 honest parties, a block size of 500KB, a transaction size of 512B, and one benchmark
client per party submitting transactions at a fixed rate for a duration of 5 minutes. We then
crash and vary the number of parties through our experiments to illustrate their impact on
performance. The leader timeout value is set to 5 seconds for runs with 10 and 20 parties
and increased to 10 seconds for runs with 50 parties. When referring to latency, we mean
the time elapsed from when the client submits the transaction to when the transaction is
committed by one party. We measure it by tracking sample transactions throughout the
system.

6.1 Benchmark in Ideal Conditions

Figure 1 depicts the performance of HotStuff with both Carousel and the baseline round-robin
running with 10, 20, and 50 honest parties. For runs with a small number of parties (e.g.,
10), the performance of the baseline round-robin HotStuff is similar to HotStuff equipped
with Carousel. We observe a peak throughput around 70,000 tx/s with a latency of around 2
seconds. This illustrates that the extra code required to implement Carousel has negligible
overhead and does not degrade performance when the total number of parties is small. When

" https://tokio.rs

8 https://github.com/dalek-cryptography/ed25519-dalek
9 https://rocksdb.org

10 ink omitted for blind review.

1 Link omitted for blind review.
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Figure 1 Comparative throughput-latency performance of HotStuff equipped with Carousel and

with the baseline round-robin. WAN measurements with 10, 20, 50 parties. No party faults, 500KB
maximum block size and 512B transaction size.

increasing the system’s size (to 20 and 50 parties), HotStuff with Carousel greatly outperforms
the baseline: the bigger the system’s size, the bigger the performance improvement. With 50
nodes, the throughput of our mechanism-based HotStuff increases by over 2x with respect to
the baseline, and remains comparable to the 10-parties testbed. After a few initial timeouts,
Carousel has the benefit to focus on electing performant leaders. Leaders on more remote
geo-locations that are typically slower are elected less often, the protocol is thus driven by the
most performant parties. Similar ideas were presented in [18] in the context of distributed
data storage, where a leader placement was optimized based on replicas’ locations. In our
experiments, latency is similar for both implementations and around 2-3 seconds.

6.2 Performance under Faults

Figure 2 depicts the performance of HotStuff with both Carousel and the baseline round-robin
when a set of 10 parties suffers 1 or 3 crash-faults (the maximum that can be tolerated).
The baseline round-robin HotStuff suffers a massive degradation in throughput as well as
a dramatic increase in latency. For three faults, the throughput of the baseline HotStuff
drops over 30x and its latency increases 5x compared to no faults. In contrast, HotStuff
equipped with Carousel maintains a good level of throughput: our mechanism does not
elect crashed leaders, the protocol continues to operate electing leaders from the remaining
active parties, and is not overly affected by the faulty ones. The reduction in throughput
is in great part due to losing the capacity of faulty parties. When operating with 3 faults,
Carousel provides a 20x throughput increase and about 5x latency reduction with respect to
the baseline round-robin.

Figure 3 depicts the evolution of the performance of HotStuff with both Carousel and
the baseline round-robin when gradually crashing nodes through time. For roughly the first
minute, all parties are honest; we then crash 1 party (roughly) every minute until a maximum
of 3 parties are crashed. The input transaction rate is fixed to 10,000 tx/s throughout the
experiment. FEach data point is the average over intervals of 10 seconds. For roughly the
first minute (when all parties are honest), both systems perform ideally, timely committing
all input transactions. Then, as expected, the baseline round-robin HotStuff suffers from
temporary throughput losses when a crashed leader is elected. Similarly, its latency increases
with the number of faulty parties and presents periods where no transactions are committed
at all. In contrast, HotStuff equipped with Carousel delivers a stable throughput by quickly
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Figure 2 Comparative throughput-latency performance of HotStuff equipped with Carousel and
with the baseline round-robin. WAN measurements with 10 parties. Zero, one and three party faults,
500KB maximum block size and 512B transaction size.

detecting and eliminating crashed leaders. Its latency is barely affected by the faulty parties.
This graph clearly illustrates how Carousel allows HotStuff to deliver a seamless client
experience even in the presence of faults.

7 Conclusions

Leader-rotations mechanisms in chaining-based SMR protocols were previously overlooked.
Existing approaches degraded performance by keep electing faulty leaders in crash-only
executions. We captured the practical requirement of leader-rotation mechanism via a
Leader-utilization property, use it define the Leader-Aware SMR, problem, and described an
algorithm that implements it. That is, we presented a locally executed algorithm to rotate
leaders that achieves both: Leader-utilization in crash-only executions and Chain-quality in
Byzantine ones. We evaluated our mechanism in a Hotstuff-based open source system and
demonstrated drastic performance improvements in both throughput and latency compared
to the round-robin baseline.
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Figure 3 Comparative performance of HotStuff equipped with Carousel and with the baseline
round-robin when gradually crashing nodes through time. The input transactions rate is fixed to
10,000 tx/s; 1 party (up to a maximum of 3) crashes roughly every minute. WAN measurements
with 10 parties, 500KB maximum block size and 512B transaction size.
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Appendix A Correctness

» Lemma 15. If choose_leader returns the same honest party at all honest parties for
infinitely many rounds, then each honest party commits an unbounded number of blocks.

Proof. If choose leader returns the same honest party at all honest parties for infinitely
many rounds, then there are infinitely many rounds after GST for which it does so. Let r be
such a round. By the Pacemaker guarantees, all honest parties make LBR-synchronized(¢)
invocations with the same honest leader £ returned from the choose_leader procedure. By
the LBR Progress property, they all return a certified block B and commit it at line 6. <«

» Lemma 16. In a crash-only execution, let r be a round with k > 2f+1 LBR-synchronized(?)
invocations, such that £ is alive at round r, then these k invocations return a certified B with
round number r authored by £.

Proof. Let m be a crash-only execution, such that round r has k > 2f+1 LBR-synchronized(?)
invocations with a leader ¢ that is alive at round 7. If £ is honest, then the LBR Progress
property concludes the proof.

Otherwise, ¢ is faulty and by definition it crashes in round > r. Let w2 be a crash-only
execution that is identical to 71 until ¢ crashes, and the rest of 7y is an arbitrary execution
where the honest parties in 7y remain honest but ¢ never crashes and is also honest. Thus,
in 72 the preconditions of the LBR Progress property hold and all ¥ LBR-synchronized({)
invocations return a certified B with round number r authored by /.

An LBR(r,{) invocation by any party p completes within A; time, and starts immediately
after Pacemaker’s new_round(r) notification at p (because choose_leader is computed
locally and takes 0 time). By Pacemaker’s guarantees, no party receives new_ round(r + 1)
notification until A, = A; time after the last new_round(r + 1) notification at some party,
hence all LBR(r, ¢) invocations must complete before any party receives a new_round(r + 1)
notification.

71 and 7y are identical until £ crashes, which must happen after £ receives its new_round(r+
1) notification from the Pacemaker. This is because ¢ is alive in round r and follows the
protocol, invoking LBR in round r + 1 after receiving the new round(r + 1) notification.
As a result, m; and 7o are indistinguishable to all LBR(r,¢) invocations, and the k LBR-
synchronized () invocations in m; return certified block B with round number r authored by
{ as in 79, as desired. <
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—— Abstract

Byzantine Agreement (BA) is a key component in many distributed systems. While Dolev and
Reischuk have proven a long time ago that quadratic communication complexity is necessary for
worst-case runs, the question of what can be done in practically common runs with fewer failures
remained open. In this paper we present the first Byzantine Broadcast algorithm with O(n(f + 1))
communication complexity in a model with resilience of n = 2t 4+ 1, where 0 < f <t is the actual
number of process failures in a run. And for BA with strong unanimity, we present the first
optimal-resilience algorithm that has linear communication complexity in the failure-free case and a
quadratic cost otherwise.
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1 Introduction

Byzantine Agreement (BA) is a key component in many distributed systems. As these
systems are being used at larger scales, there is an increased need to find efficient solutions
for BA. Arguably, the most important aspect of an efficient BA solution is its communication
costs. That is, how much information needs to be transferred in the network to solve the
BA problem. Indeed, improving the communication complexity, often measured as word
complexity, was the focus of many recent works and deployed systems [1, 11, 16, 2, 13, 7].

In the BA problem, a set of n processes attempt to agree on a decision value despite the
presence of Byzantine processes. One of the properties of a BA algorithm is a threshold ¢ on
how many Byzantine processes it can withstand. Namely, the algorithm is correct as long as
up to t processes are corrupted in the course of a run. In this paper we focus on n =2t + 1
and we assume a trusted setup of a public-key infrastructure (PKI) that enables us to use a
threshold signature scheme [15, 4, 6].

A large and growing body of literature has investigated how to reduce the word com-
plexity of BA algorithms. Recently, Momose and Ren [13] have presented a synchronous
protocol with O(n?) words, which meets Dolev and Reischuk’s long-standing lower bound [9].
Spiegelman [16] considered the more common case, where the number of actual failures,
denoted by f, is smaller than ¢ with resilience of n = 3t 4+ 1. In this paper we consider better
resilience and ask:

Can we design a BA protocol with O(n(f + 1)) communication complexity in runs with
f <t failures, where n =2t + 17
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Adaptive Byzantine Broadcast
Section 5

Adaptive weak BA
Section 6

Quadratic strong BA [13]

Figure 1 Relation between various Byzantine Agreement solutions. Each box uses the primitives
within it.

Whereas Dolev and Reischuk’s better-known lower bound applies to worst-case runs, they
further proved a lower bound of Q(nt) signatures in failure-free runs (f = 0) in a model with
a PKI. At the time, one could have thought that this bound extends to the communication
complexity, rendering it Q(nt) even with small f values. However, the introduction of
threshold signature schemes [8, 15, 4, 6] exposed the possibility to compact many signatures
into one word, potentially saving many words.

In this paper, we first revisit the original problem as stated in Dolev and Reischuk’s work.
In this problem there is a single sender who proposes a value and we refer to this problem as
Byzantine Broadcast (BB). We prove that although O(nt) signatures are inevitable, O(nt)
messages are not necessary with f € o(t) failures by presenting an adaptive BB solution with

O(n(f + 1)) words.

The idea behind our algorithm is to reduce this problem to another BA variant. There
is a simple reduction from BB to BA with the strong unanimity validity property (from
hereon: strong BA), which states that if all correct processes propose the same value, this is
the only allowed decision. In this reduction, the sender initially sends its value to all other
processes who then run a BA solution. Unfortunately, no adaptive strong BA is known to
date. ILe., a strong BA solution where communication complexity depends on f, rather than
on t. Instead, in Section 5 we reduce the problem to a new weak BA problem with a weaker
validity property, unique validity, which we define in this paper.

Intuitively, the validity condition of weak BA is somewhere between weak unanimity,
where if all processes are correct and propose the same value this is the only allowed decision,
and external validity [5], where a decision value must satisfy some external predicate. In weak
BA, one can define its desired predicate and the requirement is that if all correct processes
propose the same value and Byzantine processes cannot devise a value that satisfies the
chosen predicate, then the decision must be valid. Otherwise, L is allowed.

While the unique validity condition seems to be weak, it is surprisingly powerful when
provided the “right” external predicate. For example, we can determine that a value is valid
if it has at least ¢t + 1 unique signatures, assuring that some correct process in the system
knows this value. Unique validity may be of independent interest as a tool for designing
algorithms. We present our adaptive weak BA in Section 6. The weak BA, in turn, exploits
the quadratic solution by Momose and Ren [13]. Figure 1 describes the relation between the
various solutions.

Finally, we consider strong BA. In Section 7, we present the first optimally resilient
strong binary BA protocol with O(n) communication complexity in the failure-free case.
This leaves open the question whether a fully adaptive (to any f) strong BA protocol exists.
We summarize the results in Table 1.
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Table 1 Bounds on communication complexity of deterministic synchronous Byzantine Agreement
algorithms with resilience n = 2t 4 1.

Upper Bound Lower Bound
Byzantine Broadcast | O(n(f + 1)) Section 5 + Section 6 | Q(nf) (2(n?) signatures) [9]
Strong BA O(n?) multi-valued Momose-Ren [13] Q(nf) binary
O(n) with f =0, binary Section 7 (22(n?) signatures) [9]
Weak BA O(n(f + 1)) multi-valued Section 6 Q(n)

2 Model and Preliminaries

We consider a distributed system consisting of a well-known static set II of n processes and an
adaptive adversary. The adversary may adaptively corrupt up to t < n,n = 2t + 1 processes
in the course of a run. A corrupted process is Byzantine; it may deviate arbitrarily from the
protocol. In particular, it may crash, fail to send or receive messages, and send arbitrary
messages. As long as a process is not corrupted by the adversary, it is correct and follows
the protocol. We denote by 0 < f <t the actual number of corrupted processes in a run.

Cryptographic tools. We assume a trusted public-key infrastructure (PKI) and a
computationally bounded adversary. Hence, we can construct and use a threshold signature
scheme [15, 4, 6]. We denote by (m), the message m signed by process p. Using a (k,n)-
threshold signature scheme, k& unique signatures on the same message m can be batched into
a threshold signature for m with the same length as an individual signature. For simplicity
we abstract away the details of cryptography and assume the threshold signature schemes
are ideal. In practice, our results hold except with arbitrarily small probability, depending
on the security parameters.

Communication. Every pair of processes is connected via a reliable link. If a correct
process p; receives a message m indicating that m was sent by a correct process p;, then m
was indeed generated by p; and sent to p;. The network is synchronous. Namely, there is a
known bound ¢ on message delays, allowing us to design protocols that proceed in rounds.
Specifically, if a correct process sends a message to any other correct process at the beginning
of some round, it is received by the end of the same round.

Complexity. We use the following standard complexity notions [2, 16, 13]. While
measuring complexity, we say that a word contains a constant number of signatures and
values from a finite domain, and each message contains at least 1 word. The communication
complexity of a protocol is the maximum number of words sent by all correct processes,
across all runs. The adaptive complexity is a complexity that depends on f.

3 Problem Definitions

We consider a family of agreement problems all satisfy agreement and termination defined as
follows:

Agreement No two correct processes decide differently.
Termination Every correct process eventually decides.

In addition, each variant of the problem satisfies some validity property. In the Byzantine
Broadcast (BB) problem, a designated sender has an input to broadcast to all n processes.
The goal is that all correct processes decide upon the sender’s value. If the sender is Byzantine,
however, it is enough that all correct processes decide upon some common value. Formally,
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» Definition 1 (Byzantine Broadcast). In Byzantine Broadcast, a designated sender sender
has an input value Vgenger to broadcast to all processes, and each correct process decides on an
output value decision;. BB solution must satisfy agreement, termination and the following
validity property:

Validity If sender is correct, then all correct processes decide Vsender-

Byzantine Agreement (BA) is a closely related problem to BB. In this problem, a set II of
n processes each propose an initial value and they all attempt to reach a common decision. In
addition, the decided value must be “valid” in some sense that makes the problem non-trivial.
The classic notion of validity states that if all correct processes in II share the same initial
value, then the decision must be on this value. This property is known as strong unanimity,
and it entails a limitation on the resilience of a protocol, requiring that n > 2t + 1. For
hereon we refer to BA with strong unanimity validity condition as strong BA. Formally,

» Definition 2 (Strong Byzantine Agreement). In Byzantine Agreement, each correct process
pi € II proposes an input value v; and decides on an output value decision;. Any strong BA
solution must satisfy agreement, termination and the following validity property:

Strong unanimity If all correct processes propose the same value v, then the output is v.

A different validity property requires that a decision satisfies some external boolean
predicate (we call such value a valid value). It is used under the assumption that all correct
processes propose valid values. This is known as external validity [5] and only requires
n > t. External validity by itself is trivial in case there is a well-known predefined value
that satisfies the predicate. However, it is commonly used in settings with signatures, where
valid values can be verified by all but generated only by specific users or sets thereof. For
instance, consider a predicate that verifies that v is signed by n — ¢ processes — no process
can unilaterally generate a default valid value.

Our notion of unique validity adopts external validity to allow default values to be decided
in cases when there is no unanimous valid value. We say that a value v exists in a run of
a BA protocol if v is either the input value of a correct process or can be generated by a
Byzantine process. E.g., any value signed by a non-Byzantine process cannot be generated
locally by a Byzantine process. Unique validity stipulates that there is a default value if and
only if there exists more than one valid value in a BA run. Formally,

» Definition 3 (Weak Byzantine Agreement). In weak Byzantine Agreement, each correct
process p; € I1 proposes an input value v; and decides on an output value decision;. Any
weak BA solution must satisfy agreement, termination and the following validity property:

Unique Validity Assume an arbitrary predicate validate(v) € {true, false} that can be com-
puted locally. If a correct process decides v then either v = L or validate(v) = true, and
if v= L then more than one valid value exists in the run.

As the definition suggests, unique validity is satisfied in weak BA with respect to any
chosen external predicate. This allows for the application level to determine the desired
properties, and choose the relevant external predicate accordingly. As a simple example, one
can think of a predicate that specifies that a value is valid if it is signed by at least t + 1
processes stating that this value was their initial value. In this scenario, unique validity
yields exactly the common strong unanimity property on the underlying signed values.

In fact, unique validity is a useful tool when designing distributed algorithms as it allows
to use BA as a framework. Different applications may require different validity conditions,
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yet still unique validity prevents the system from having a trivial solution in the presence
of Byzantine processes. Note, in addition, that every solution to BA with external validity
property immediately solves weak BA.

4 Related Work

The starting point of this work goes back to 1985 when Dolev and Reischuk proved two
significant lower bounds for the Byzantine Broadcast problem. Specifically, they have studied
the worst-case message complexity over all runs and proved it to be Q(nt). Moreover, in the
authenticated model, which was somewhat undeveloped at the time, they proved a lower
bound of Q(nt) signatures — even in a failure-free run.

Since the publication of their fundamental results, the paradigm of complexity measure-
ment has shifted. The number of messages is of little importance nowadays, compared to
the number of words it entails. The total number of words (the communication complexity)
better reflects the load on the system and is commonly used today when analyzing distributed
algorithms. For example, Dolev and Reischuk presented in their paper a BB algorithm that
matches their messages’ lower bound. It requires O(nt) messages, but as a single message
can be composed of many different signatures it requires a cubic number of words. It was
not until recently that a solution with quadratic communication complexity was presented
for synchronous BA with optimal resilience [13].

Dolev and Reischuk’s complementary lower bound on signatures does not translate to
a bound on the communication complexity of an algorithm. Only a few years after Dolev
and Reischuk’s work, the threshold signature scheme was introduced [8]. This scheme allows
multiple signatures to be compacted into a single combined signature of the same size. That
is, a single word can carry multiple signatures. In this work, we focus on the communication
complexity of the BB and BA problems while taking advantage of such schemes.

To make our algorithms efficient in real-world systems, we adjust the complexity to
match the actual number of faults. Moreover, we do so without compromising the worst-case
complexity. If all ¢ possibly Byzantine processes crash, the complexity of our algorithms is
O(nt). However, in most runs, where systems do not exhibit the worst crash patterns, the
complexity is much lower. In fact, it is linear in the number of faults times n.

While consensus algorithms were designed to be adaptive in the number of failures
over 30 years ago [10], these works focus on the number of rounds that it takes to reach a
decision rather than on communication complexity. A special case of adaptivity is focusing
on failure-free runs. This problem was addressed both by Amdur et al. [3] (only for crash
failures) and by Hadzilacos and Halpern [12]. However, both works measure the number of
messages rather than words and have sub-optimal communication complexity.

A recent work by Spiegelman [16] tackled the problem of adaptive communication
complexity in the asynchronous model. It presents a protocol that achieves correctness in
asynchronous runs and requires O(ft + t) communication in synchronous runs. However,
due to the need to tolerate asynchrony, its resilience is only n > 3t + 1. This solution relies
on threshold signatures schemes, as we do.

As noted also by Momose and Ren [13], designing optimally-resilient protocols for the
synchronous model limits the use of threshold signatures. While this primitive has been used
in various eventually synchronous and asynchronous works over the last few years [1, 16, 14, 6],
usually with a threshold of n—t. Using this threshold in settings with resilience n = 3t+1, we
get certificates signed by at least t+1 correct processes. However, for a resilience of n = 2t+1,
this is no longer the case. The threshold signatures “lose” their power as n —t =t + 1 for
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which no intersection properties between correct processes signing two distinct certificates
can be derived. In this work, we exploit threshold signatures with this improved resilience by
carefully choosing a better threshold for our needs, as we discuss in Section 6. We mention
that although not using threshold schemes, Xiang et al. [17] also benefit from collecting more
than n — t signatures in some scenarios.

5 From Weak BA to Adaptive Byzantine Broadcast

In this section we study the BB problem, and optimize its adaptive communication complexity
over all runs. We present a new BB protocol with resilience n = 2t + 1 and adaptive
communication complexity of O(n(f + 1)).

Recall that in the BB problem there is only one sender who aims to broadcast its initial
value and have all correct processes agree on it. If the sender is Byzantine, it may attempt to
cause disagreement across correct processes. There is a known simple and efficient reduction
from BB to strong BA. Given a strong BA solution, the designated sender starts by sending
its value to all processes, and then they all execute the BA solution and decide on its output.
It is easy to see that if the sender is correct, all correct processes begin the strong BA
algorithm with the same input, and by strong unanimity they then decide upon the sender’s
value.

However, trying to apply the same reduction from BB to weak BA no longer works. If
the sender is Byzantine, the correct processes do not have a valid initial value for the BA.
Nonetheless, in this section we present a reduction from BB to weak BA!, which incurs a cost
of O(n(f + 1)) words. Thus, together with an adaptive weak BA with the same complexity,
we obtain a synchronous adaptive BB algorithm with a total of O(n(f + 1)) words and
resilience n = 2t + 1. At this point we assume that such adaptive weak BA is given as a
black box. An implementation for this primitive is presented in Section 6.

Algorithm 1 BB algorithm: code for process p;, sender’s input is Vsenedr

Initially v;, val, decision, ba__decision = L

Round 1:
if sender = p; then
send (Vsender)sender t0 all
if received message (v)sender from sender then
V; <v>sender
for j =1tondo
val + invokePhase(j, v;)
if val # L then
v; < val

ba__decision < weak BA with BB_wvalid predicate and initial value v;
if ba__decision is of the form (v)sender then
decision < v
: else
decision < L

= =
Bl > vl

1 This reduction only works if n > 2t + 1.
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Our algorithm, presented in Algorithms 1 and 2, is composed of three parts. The first
part (lines 1 — 4 in Algorithm 1) is the first round in which the leader disseminates its value.
Processes that receive that value adopt it as their BA initial value (line 4). The second part
(lines 5 — 8 in Algorithm 1 and Algorithm 2) is a “vetting” part. It consists of n phases, with
a rotating leader. Leaders initiate phases to learn about the first part’s initial value. Finally,
the third part (lines lines 9 — 13 in Algorithm 1) is a weak BA execution.

Deciding upon the weak BA output takes care of the agreement and termination properties.
It is left to (1) satisfy the BB validity property and (2) make sure that the preconditions for
the weak BA hold, that is, each correct process has a valid input to propose. To achieve these
properties, we define the BB_wvalid(v) predicate in the following way. BB_wvalid(v) = true if
and only if v is signed by either the sender or by ¢ + 1 processes.

Note that if the sender happens to be Byzantine, it is acceptable to decide on any value.
However, it is important to make sure that if the sender is correct, then the only valid value
is its initial BB input. Simply setting a value to be valid only if it is signed by the sender
would not work, as it allows a faulty sender to cause a scenario in which there are no valid
values to agree upon by not sending its value to any process. Note that we cannot simply fix
this by introducing some default valid value: If we were to do so, it would be valid to agree
on that value also in the case of a correct sender, violating the BB validity condition.

Our algorithm makes sure that if the sender is correct, the second condition in the
BB__walid definition cannot be satisfied, and hence there is only one possible outcome to the
BA algorithm. However, if the sender is Byzantine, it is guaranteed that there is some value
to decide upon. That is, all correct processes start the weak BA with an initial value that
satisfies the predicate.

In the vetting part of the algorithm, we ensure that the above-mentioned conditions
hold. Moreover, we do so with a communication complexity that is adaptive to the number
of actual process failures. The core idea is to work in leader-based phases. Every phase
has a unique leader and is composed of a constant number of leader-to-all and all-to-leader
synchronous rounds. Every phase is initiated by a leader-to-all message. If the leader decides
not to send the initial message then no messages will be sent by correct processes in this
phase and we say that this phase is silent, and otherwise, it is non-silent. In our algorithm,
a phase is non-silent if the phase’s leader did not choose an initial value for the BA prior to
that phase.

In every phase, each process p; starts the phase with some initial value v; and if the phase
is non-silent it returns some value. The requirements from the phase are: (1) If the phase’s
leader is correct and the phase is non-silent, then all correct processes return a valid value.
(2) All correct processes return either L or a valid v. And (3) if the sender is correct, then
no correct process returns a value signed by ¢ + 1 processes.

Upon a non-silent phase, the leader starts by asking all processes for help by sending a
help__req message (line 16). A correct process that receives a help request message answers
the leader. If it has set a BA initial value, it sends it to the leader at line 19, and otherwise,
it sends a signed idk (i don't know) message at line 21. If the leader receives a value signed
by the designated sender it broadcasts it (line 24). Otherwise, if it receives ¢+ 1 idk messages,
it uses a threshold signature scheme to create an idk quorum certificate and broadcasts it
(line 27). A process that receives from the leader a value signed by either the sender or any
t + 1 processes returns it. Otherwise, it returns L.

At the end of each non-silent phase, a correct process that returns a v # 1 from the
phase, updates its local v; accordingly at line 8. This value at the end of the n'® phase is
the input for the weak BA algorithm. Since we execute n phases, all correct processes set
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valid values by the end of all phases. This is because once there is a correct process that did
not set a value it initiates its phase and then all correct processes return with a valid value.
At this point, all processes execute the weak BA and decide upon its output (line 9).

Algorithm 2 invokePhase(j,v;): code for process p;

14: leader<— p; mod n

Round 1:

15: if leader = p; and v; = 1 then

16: broadcast the message (help_req, ) icader
Round 2:

17: if received (help_req, j)icader then
18: if v; # L then

19: send (v;, J) to leader
20: else
21: send (idk, j),, to leader
Round 3:
22: if leader = p; then
23: if received (v', j) s.t. v/ = (V) sender then
24: broadcast the message ((v)sendersJ)
25: else if received t + 1 unique signatures (idk, j),» then
26: batch these messages into QCiqk using a (¢ + 1, n)-threshold signature scheme
27: broadcast the message (QCix, j)
28: if received (v, j) from leader and BB_walid(v) =true then
29: return v
30: else
31: return |

5.1 Correctness

We start by proving the phase’s requirements. First, immediately from lines 29 — 31 we get
that all correct processes return either L or a valid v. Next, the following lemma shows that
in non-silent phases with correct leaders all correct processes return a valid value.

» Lemma 4. If a phase is non-silent and its leader is correct, then all correct processes
return a valid value.

Proof. If the leader is correct it broadcasts a help_req message at line 16. All correct
processes then answer at round 2. If the leader receives a value signed by the sender at
line 23, it broadcasts it at line 24. Otherwise, no correct processes received a value signed by
the sender and sends an idk message at line 21. Since n = 2t + 1, the leader receives at least
t + 1 idk messages (from the correct processes) and forms an idk certificate. It broadcasts
this value at line 27. In both cases, all correct processes return a valid value at line 29. <«

The next lemma proves that if all correct processes invoke a phase with a value other
than L, then they can return only one type of a valid value — a value signed by the sender.

» Lemma 5. If all correct processes invoke a phase with value v # 1, there does not exists a
value signed by t + 1 processes in the system.
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Proof. If all correct processes invoke a phase with value v # L, they reply to the help_req
messages at line 19 and never send an idk message. Since there are at most ¢ Byzantine
processes, the leader cannot receive ¢t + 1 idk messages and form an idk certificate signed by
t + 1 different processes.

<

We now prove the correctness of the BB algorithm. First, to be able to use the weak BA,
all correct processes must execute it with valid initial values.

» Lemma 6. All correct processes execute line 9 with a valid initial value.

Proof. Let p; be a correct process. In n phases, there is one phase with p; as leader. If p;
has updated v; prior to that phase, it happened either line 4 or at line 8. Immediately from
the code we get that in both cases p; updates a valid value. If p; did not update a value, it
initiates a non-silent phase, and by Lemma 4 returns a valid value. <

Note that agreement and termination stem immediately from the code and the correctness
of the weak BA. The following lemma proves validity.

» Lemma 7. If sender is correct, then all correct processes decide Vsender-

Proof. If sender is correct then all correct process learn vgepnqer by the end of round 1 and
update their values at line 4. By Lemma 5, in no phase can any process create a value signed
by ¢t + 1 processes. Thus, when executing the weak BA vgepnger signed by the sender is the
only valid value that exists in the run. By unique validity and since the sender does not sign
more than one initial value, vsenger is the only possible BA output. It follows that all correct
processes execute line 11 and return the sender’s value.

<

We conclude the following theorem:

» Theorem 8. Algorithm 1 solves BB.

5.2 Complexity

We prove that the complexity of Algorithms 1 and 2 is O(n(f + 1)).

Each non-silent phase is composed of a constant number of all-to—leader and leader—to—all
rounds and thanks to the use of threshold signatures, all messages sent have a size of one
word. Thus, each phase incurs O(n) words. In total, there are potentially n phases. However,
it follows from Lemma 4 that after the first non-silent phase by a correct leader, all the
following phases with correct leaders are silent. Thus, the number of non-silent phases is
linear in f. We conclude that all phases in lines 5 — 8 use O(n(f + 1)) words. The complexity
of the weak BA black box is also O(n(f + 1)) (as we will show in the next section), resulting
in a total of O(n(f + 1)) words.

6 Adaptive Weak BA

In this section, we present a synchronous adaptive weak BA algorithm with resilience
n = 2t + 1. This algorithm is the missing link for the adaptive BB presented in the previous
section. Once again, we use the concept of phases and exploit the pattern of possible silent
phases. In this algorithm, the phases are slightly different and the decision to start a phase
as a leader depends on whether or not the leader has reached a decision in previous phases.
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Unlike the BB problem, in BA every process begins the algorithm with its own input
value. Communication-efficient solutions to this problem usually employ threshold signatures
schemes [1, 16]. This technique is widely used in asynchronous and eventually synchronous
protocols, with resilience n = 3¢t+1. In these contexts, one can use a scheme of (n—t)-out-of-n
signatures and benefit from the fact that any two such quorum certificates intersect by at
least t 4+ 1 processes, and therefore at least one correct process.

Unfortunately, when trying to apply the same technique to a system with resilience
n = 2t + 1, it fails. A correct process might be unable to obtain 2¢ 4+ 1 unique signatures on
any value as Byzantine processes might not sign it. On the other hand, a quorum certificate
with only ¢ + 1 unique signatures is not very useful as it does not guarantee the desired
intersection property.

Our first key observation is that the intersection property can be achieved as long
as we have {%t“] unique signatures. If we obtain this number of signatures out of
n = 2t + 1, safety is preserved in the sense that conflicting certificates cannot be formed by a
malicious adversary. Of course, there are runs in which we cannot reach that threshold since
[%M] >n —t (e.g., if t processes crash immediately as the run begins). But in this case,
f =%, and O(f) becomes asymptotically O(t). Hence, we can use a fallback algorithm with
O(nt) communication complexity.

As we assume that ¢t € ©(n), we can use Momose and Ren’s synchronous algorithm
that has O(n?) communication complexity [13] for the fallback. We denote that algorithm
Afaiipack- Note that their algorithm is “stronger” than our proposed algorithm as it provides
strong unanimity for validity (i.e., it solves strong BA). We can use their solution by checking
the validity of Afqipack’s output according to the predicate. If it is valid, this is the decision
value, and otherwise a default valid value is decided. Equipped with these insights, we next
present our algorithm.

During the phases part of the protocol, a correct process must commit a value before
reaching a decision. When it has certainty about a value it updates that value in a commit
variable, along a commit_proof of this commitment (a quorum certificate, signed by suffi-
ciently many processes) and a commit__level indicating the latest phase of a valid commitment
it heard of. Once a correct process commits to a certain value it can only commit to a value
for which it heard a valid commitment proof in a later phase during the run. That is, it
may decide on a value for which it did not send a commit message. Moreover, it may even
decide on a value it did not commit at all. For example, if it reaches the fallback and no
correct process has decided. Once a correct process reaches a decision it updates it in its
local decision variable as well as a matching quorum certificate in decide_ proof variable.

A single phase The code for a single phase is given in Algorithm 4. Each process p;
starts a phase with its initial value v; and information about possible previous commits
(commit, commit_proof, commit_level) and decisions (decision, decide__proof). Correct pro-
cesses return with updated information about commits and decisions that were made in
that phase (or prior to that). The guarantees of the phases are: (1) Every decision updated
during a phase is valid; (2) All decisions updated by correct processes are the same and there
exists at most one valid decide_proof in the system; and (3) If the phase’s leader is correct,
the phase is non-silent, and n — f > f%ﬁw, then all correct processes return with the same
valid decision.

Every non-silent phase starts with the leader broadcasting a propose message with its
value in line 32. Upon receiving this message, correct processes either vote for this value
by signing it (line 34) or answer with a value that was previously committed as well as its
commit quorum certificate and level (line 36). If the leader receives a committed value it
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Algorithm 3 weak BA algorithm: code for process p; with initial value v;

Initially decision = undecided, bu__decision = v;, fallback__start < oo
decide__proof, commit, commit__proof, bu__proof, fallback__val, phase__decision = 1
commit_level < 0

:for j=1tot+1do

phase__decision, decide__proof, commit, commit_proof, commit_level <

invokePhase(j, v;, decision, commit, commit__proof, commit__level)

if decision = undecided and phase__decision # undecided then
decision < phase__decision

Round 1:

. if decision = undecided then

broadcast (help_req),,
Round 2:

7: if received (help_req), message and decision # undecided then

13:

14:
15:
16:
17:
18:
19:
20:

21:
22:
23:
24:
25:

27:
28:
29:

send (help, decision, decide proof),, to p’

. if received ¢ + 1 messages of (help_req),  from different processes then
10:
11:
12:

batch these messages into QChaipack (v) using a (t 4+ 1, n)-threshold signature scheme
broadcast the message (fallback, QChaipack, decision, proof),,
fallback__start < now+ 26
Round 3:
if received (help, v, decide_proof),, with valid v and decide proof for v and decision =
undecided then
decision < v
bu_decision < decision
while fallback _start > now do
if received valid (fallback, QCtaiiback, v, Proo fp ) then
if decision = undecided and proof, # L is a valid proof for a valid v then
bu_decision < v
bu_proof < proofy
if fallback start = oo then
broadcast the message (fallback, QChaipack, bu_decision, bu_proof)p,
fallback__start < now + 28
fallback wval <— Apgiipacr, with &' = 20 and initial value bu_ decision
if decision = undecided then
if fallback wval is valid then
decision < fallback _wval
else
decision <+ L
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Algorithm 4 invokePhase(j, vs, decision, decide__proof, commit, commit__proof, commit_level):

code for process p;

30

31:
32:

33:
34:
35:
36:

37:
38:
39:

40:
41:

42:

43:

44:
45:
46:
47:

48:
49:
50:

51:

52:
53:
54:

55:

leader<—p;j mod n

Round 1:

if leader = p; and decision = | then
broadcast the message (propose, v;, ) icader

Round 2:

if received (propose, v, j)icqder With a valid v for the first time and commit = L then
send (vote, v, j),, to leader

else if received (propose, v, j)iecader and commit # L then
send (commit, commit,commit_proof, commit_level, j),, to leader

Round 3:
if leader = p; then
if received (commit, w, QCeommit(w), levelcommit, j)p then
broadcast the message (commit, w, QCommit (W), levelcommit, J) icader according to
the maximal level.ommic received
else if received [“H1*t1] messages of (vote, v, j),» then
batch these messages into QCeommit(v) using a ([ 2tA1] n)-threshold signature
scheme
broadcast the message (commit, v, QCeommit(V), 7, 1) tecader

Round 4:
if received (commit, v, QCeommit(V), levelcommit, J) icader and levelcommit > commit_level
and levelcommit is valid according to QCcommit(v) then

send (decide, v, j),, to leader

commyit <— v

commit_proof < QCcommit(v)

commit_level< levelcommit
Round 5:
if leader = p; then
ntlEL] messages of (decide, v, j),» then

batch these messages into QCfinalized (v) using a ({%HW ,n)-threshold signature

scheme

if received [

broadcast the message (finalized, v, QC¥inalized (V) 7) teader

if received (finalized, v, QC¥inalized (V), J ) tcader then
decision < v
decide__proof+ QClinalized (V)

return (decision, decide__proof, commit, commit__proof, commit__level)
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simply broadcasts it. Otherwise, if it manages to achieve the required (%ﬂ'q threshold of
signatures, it can form a quorum certificate committing its proposed value (line 40).

Note that at this point the committed value is not “safe enough” to be decided by correct
processes. Byzantine leaders may cause correct processes to participate in forming a commit
certificate for more than one value. As correct processes that have decided do not initiate
phases, they might never communicate without going through Byzantine leaders. Thus,
we need another level of certainty, in the form of the finalize certificate (to be stored in
decide__proof). Using the commit levels, we maintain the invariant that if a correct process

receives a valid finalize certificate, then no finalize certificate on another value can be formed.

Thus, after a correct process learns about a committed certificate with a level higher
than the previous commit, it sends a matching decide message to the leader (line 44) and
updates the commit information accordingly. If the leader receives the necessary threshold
of decide messages, it forms a finalize quorum certificate. Every process that receives such a
certificate can safely return the certificate’s value as its decision.

Main algorithm The BA algorithm is given in Algorithm 3, using the phase algorithm as
a building block. In our algorithm, all correct processes eventually decide by updating their
decision variable. However, they do not halt. In our BA algorithm, we start by executing
n phases with a rotating leader, ensuring that every correct process has a chance to reach
a decision before executing the fallback algorithm. After the phases end there are several
possibilities. First, if there are at most ”_TH Byzantine processes, all correct processes must
have decided. If there are more Byzantine processes, it may be the case that some correct
processes decided and others did not. This could happen, for example, if a Byzantine leader
causes the single correct leader to decide and not initiate its phase. By the phase guarantees,
we know that all correct processes that decide by this point, decide the same valid value.

To address the case where not all correct processes decided, we have processes that have
not decided ask for help from all other processes (line 6). If a correct process has decided
and receives a help_ req message, it answers with a help message including the decision value
along with its proof at line 8. Note that in this round, the number of messages sent by
correct processes is linear in the number of help requests. Specifically, if only Byzantine
processes send help__req messages, the number of answers is O(nf) and independent of t.

We note that if ¢ + 1 help requests are sent, then at least one of them is sent by a correct
process that did not manage to form quorum certificates when it served as leader. Thus, in
this case, f € ©(t), and we can execute the fallback algorithm. To make sure that all correct
processes participate in the fallback algorithm, a fallback certificate with ¢ + 1 signature is
formed.

We now encounter a new challenge. We must have all correct processes start a synchronous
fallback algorithm at the same time. However, an adversary can form the fallback certificate
and deal it to only some correct processes. This scenario can happen, for example, if less
than ¢ + 1 help__req messages are sent, and the adversary adds ¢ help__req signatures of its
own. We thus require a correct process that receives a fallback certificate to broadcast it
(line 22). This ensures that whenever one correct process runs the fallback algorithm, all
of them do, but may still cause different correct processes to start the fallback at different
times. Nevertheless, we know that the starting time difference is at most the J it takes the
message to arrive. We therefore run the fallback algorithm with ¢’ = 24, ensuring that all
correct processes enter a fallback round before any of them exits from it.

Another subtle point is making sure that the fallback algorithm does not output a decision
value that contradicts previous decisions made by correct processes. For that reason we add
another 2§ safety window between getting notified about a fallback and initiating it. Correct
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processes that broadcast the fallback certificate attach their decision value and a proof (if
exists). In the 2§ safety window, processes that learn about a decision value in the system
adopt it as the initial value for the fallback algorithm (line 17). Recall that Asqupacr is a
strong BA protocol. If a correct process decides v prior to the fallback algorithm, all other
correct processes learn about v during the safety window. Then, by strong unanimity, they
all decide v.

Note that if the decision returned from Agipacr is not valid then it must be that strong
unanimity preconditions are not satisfied (since correct processes always have valid inputs)
and a default value is returned. Furthermore, whenever the strong unanimity precondition is
not satisfied, it follows that not all correct processes propose the same value. As a result,
there must exist more than one valid value in the run (the different correct proposals). And
the L default value is a valid weak BA output.

6.1 Correctness

We start by proving some lemmas about the phase’s guarantees. First, we prove that if the
decision is updated in a given phase, then its new value is valid.

» Lemma 9. If a correct process updates decision during invokePhase, then v is a valid
decision value.

Proof. If a correct process updates its decision value at line 53 of invokePhase then it must
have received a finalized certificate signed by [%’“W
process p’ signed the decide message for v at line 44. By the code, p’ signed the decide
message for v if it received a commit certificate signed by ["*;H] processes. Hence, at least
one correct process p” signed the vote message for v at line 34. By the code, this is possible

only if v is a valid value (line 33).

processes. Hence, at least one correct

<«

Next, we prove that all correct processes that update their decision variable do so the
same value. Moreover, at most one valid decide_proof can exist in the system. That is, a
Byzantine process cannot devise a decide_proof that conflicts with any other decide proof
known by correct processes.

» Lemma 10. All correct processes that update decision during invokePhase return the
same decision. In addition, at most one finalize certificate can be formed in all phases.

Proof. Assume that a correct process p; sets its decision value to v in phase [ and another
correct process p; sets its decision value to w in phase k£ > [.

If k = [, then p; and p; set their decision value in the same round and they both receive a
finalize certificate signed by {%1 different processes. At least one correct process signed
both certificates and since correct processes sign at most one finalize message per phase,
v =w.

For the case where k > [: in phase [, p; receives a finalize certificate signed by {%"H]
different processes. Thus, at least [%’5“] —t > "_TH'I correct processes updated their
commit to v in that phase, along with a matching commit proof and commit level = [
(line 47). Since these processes are committed to v, they do not vote for any value proposed

by a leader in the following phases. Thus at most n — ¢t — ”_Tt“ = ”_TH correct processes
can sign a conflicting proposed value in any phase greater than /. Since "_TH +1 < (%MW ,

in any phase greater than [, no process can collect [%]

than v. Because processes that updated commit_level = | do not accept commitments on

signatures on any value other
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values with d < (line 43), at most ”_TH can send a decide message on a value committed

in phase d < I. Thus, at most "_5_1 +1< ["+§+1] decide messages for w # v can be sent.

Finally, no process can form and send a valid finalize certificate and decide upon any other
value. Thus, v = w.
<

We prove next that once a correct process is the leader of a non-silent phase, all correct
processes return the same valid decision value by the end of that phase.

» Lemma 11. If a correct leader invokes invoke Phase in phase k and f < "_5_1, then all
correct processes return the same valid decision by the end of the phase and this decision is a

proposal of a correct process.

Proof. The leader broadcasts its value v to all processes. If there is a correct process p
for which commit # L, it sends the message (commit,w,proof, j), to the leader. If the
leader receives (commit,w, proof, j),» (from any process), it broadcasts in round 3 a commit
certificate for w. Otherwise, since f < "’5’1, leader receives [%”1] messages voting for
v and broadcasts a commit certificate for v. Then, all correct processes send the leader a

ntt+1 -
TW messages finalizing v and

finalize messages on v or w. Again, the leader receives (
broadcasts a finalize certificate for v. Correct processes receive this message and update their
decision and decide_proof accordingly. Then, by the code they all return v.

<

We now prove the correctness of the main BA algorithm. The following two lemmas
prove that although some processes may start executing Agipack at different times, they all
successfully execute the fallback algorithm.

» Lemma 12. If some correct process executes the fallback algorithm in Algorithm 3, all
correct process do so and they all start at most § time apart.

Proof. Let p be the first correct process that executes the fallback algorithm at line 24 of
Algorithm 3 at time ¢. This means that at time ¢t — 28, p broadcasts the fallback certificate
to all other processes (line 22). By synchrony, this certificate is guaranteed to arrive at all
correct processes by ¢ — §, causing them to execute the fallback algorithm by ¢ + ¢ if they
have not done so earlier. <

» Lemma 13. Consider a synchronous algorithm A. Let o be a synchronized run of A
defined as follows. Let t be the time that the first correct process starts executing A in o.
All correct processes start executing A by t + 8. The round duration is 26. In round r that
begins (locally) in t., round r messages are processed if they are received in the time window
[t, — 0,t, + 20]. Then o is a correct run of A.

Proof. Consider a process p that starts round r at time ¢£. Let p’ be another correct process
that starts round r at time tfr’/, and sends a message to p in round r. By assumption, tfn’/ =tPte

where —§ < ¢ < §, and a message sent by p’ at tﬁfl arrives at time ¢, where tfl <t, < tﬁ/ + 4.
Note that round r ends at p at time ¢}, = 2 + 20. Hence, t? — ¢ < t, < t2 4 20, as needed.

<

Next, we the following lemma states that if a correct process manages to reach a decision
prior to the fallback algorithm, then this is the only possible decision. Moreover, this decision
value must be a valid one.
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» Lemma 14. If some correct process decides v before executing the fallback algorithm, then
all correct processes decide v and v is valid.

Proof. If there exists a correct process p that decides at line 4, then by Lemma 10 and
the code all processes that decide at line 4 decide v as well. Moreover, all other correct
process that have not decided by line 5, send help_ req messages. Process p answers them
and they all decide at line 14. Otherwise, no correct process decides at line 4 and they all
send help__req messages at line 6. Then, they all receive ¢ 4+ 1 help messages and by the code
perform the fallback algorithm. In addition, by the lemma assumption, it must be that p
decides v at line 14.

If correct processes execute the fallback algorithm, then by the code they all wait a time
period of 2§ before the execution, during which they receive all decisions made by other
correct processes and update bu__decision accordingly (line 24). Specifically, they receive v
from p. It follows from Lemma 10 that bu_decision is updated with the same value at all
correct processes. Thus, all correct processes execute Ag,iipacr With the same input, and by
strong unanimity they set fallback_wval to v at line 24.

We now prove that v is valid. If p decides v at line 4, then it must have updated decision
in the scope of the relevant phase. By Lemma 9 this value is valid. Otherwise, if p decides
v at line 14, then the validity follows from the code. Hence, since v is valid, all correct
processes decide it by line 27.

<

Finally, we are ready to prove the required BA properties.
» Lemma 15 (Agreement). In Algorithm 3 all correct process decide on the same value.

Proof. First, by Lemma 10, all correct processes that decide in line 4 decide the same value
v. In addition, it follows from the same lemma that every correct process that decides at
line 14 after receiving a valid finalize certificate decides v, as at most one finalize certificate
can be formed.

It is left to show that if not all correct processes decide before the fallback algorithm at
line 24, they still decide upon the same value. If at least one correct process p receives a
fallback certificate it follows from Lemma 12 that all correct processes receive the certificate
within at most ¢ time of p. Then, by the code, all correct process execute the fallback
algorithm at line 24 and by Lemma 13 and the fallback algorithm solves strong BA, providing
agreement. By Lemma 14, we get that processes that decide before running the fallback
decide on the same value.

<

» Lemma 16 (Termination). In Algorithm 3 all correct process decide.

Proof. If not all correct processes decide before line 5 and no correct process receives a
fallback certificate, it follows that less than ¢ + 1 correct processes broadcast help messages
at line 6. Hence, at least one correct process p has decided by line 5. Process p receives all
of the correct help messages at line 7 and answers them at line 8. All correct processes that
asked for help then decide at line 14.

It remains to examine the case that at least one correct process p receives a fallback
certificate. It follows from Lemma 12 that all correct processes receive the certificate within
at most d time of p. Then, by the code, all correct process execute the fallback algorithm at
line 24 and by Lemma 13 and the fallback algorithm solves BA, providing termination.

<

96



S. Cohen, I. Keidar, and A. Spiegelman

» Lemma 17 (Unique Validity). In Algorithm 3 if a correct process decides v then either
v = L or validate(v) = true, and if v = L then more than one valid value exists in the run.

Proof. Let v be the decision value of a correct process in Algorithm 3. First, by lines 27 — 29
validate(v) = true or v = L. We prove that if v = L, then at least two valid values exist in
the run.

By the code, all processes execute the fallback algorithm with valid inputs (either their
initial valid values, or a valid value they adopt at line 19). By strong unanimity of Aysipack, if
all correct processes start with the same valid value v/, then v’ must be the returned decision
value. This contradicts the fact that L is returned at line 29. Therefore, not all correct
processes execute Afiipack With the same value. As they all execute the fallback algorithm
with valid inputs, it follows that at least two valid values exist in the run.

<

In addition, we need to prove that every correct process updates its decision at most
once.

» Lemma 18. In Algorithm 3 all correct processes decide at most once.

Proof. Any correct process updates decision at line 4, line 14 or lines 27 — 29. In all cases,
it only does so if decision = undecided. Since by the code it does not update decision to the
value undecided, it follows that decision is updated at most once.

<

From Lemmas 15, 16, 17, and 18 we conclude:

» Theorem 19. Algorithm 8 solves weak BA.

6.2 Complexity

We show that if f < "’5’1, correct processes never perform the fallback algorithm.

» Lemma 20. If f < "‘;_1, correct processes never perform the fallback algorithm.

Proof. In Lemma 11 we prove that if a correct process is the leader of a non-silent phase
and f < "_TH, then all correct processes return the same valid decision. Since Algorithm 3
is composed of n phases, every correct process has a chance to invoke its phase and all
correct processes decide by line 4. Assume by way of contradiction that there exists a correct

process that invokes the fallback algorithm. By the code, it has received a fallback certificate.

However, such a certificate can only be formed by ¢ 4+ 1 unique help_ req signatures, meaning
that at least one correct process sent a help_ req message. But this is impossible if all correct
processes decide by line 4.

<«

Each phase is composed of a constant number of all-to—leader and leader—to—all rounds.

Thus, it incurs O(n) words. Potentially, there are n phases. However, Lemma 11 proves that
n—t—1

2 )
all correct processes decide by the end of that phase. Since correct leaders that had already
decided do not invoke their phases (their phases are silent), the number of invoked phases
depends on f itself. Thus, all phases combined send O(n(f + 1)) words.

After n invokePhase invocations end, help request messages are sent only by correct

once a correct leader invokes invokePhase() and the number of actual failures is f <

n—t—1

processes that did not decide. By the above-mentioned lemma, it happens only if f > *=
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In this case, f = ©(n) and since ¢t = O(n) it holds that O(nf) = O(n?). Correct processes
that decide by this point answer directly to whoever sent them help requests, without affecting
the asymptotic complexity. If some correct process receives a fallback certificate, another
all-to-all round is added, keeping the complexity O(n?). All other communication costs are
incurred in the fallback algorithm, whose complexity is also O(n?).

7 Strong BA: the failure-free case

Recall that the optimal resilience for strong BA is n = 2t 4+ 1. In this section, we present a
binary strong BA protocol that has a communication complexity of O(n) in the failure-free
case. Otherwise, it has complexity O(n?). The question of whether an adaptive protocol
with O(n(f 4+ 1)) complexity can be designed for strong BA with optimal resilience remains
open.

In the algorithm, presented in Algorithm 5, a single leader first collects all initial values.
Since we solve binary agreement, in the failure-free case there must be a value proposed by
t + 1 different processes. Thus, the leader can use a threshold signature scheme to aggregate
a quorum certificate on this proposed value.

As a second step, the leader sends this certificate to all processes and attempts to collect
n different signatures on the value. If it succeeds, it broadcasts it. Every process that receives
a signed-by-all certificate can safely decide upon its value. If a correct process does not
decide, it broadcasts a fallback message. Every process that hears such a message, echoes it
at most once, and executes Afqpqack after 20 time with 26-long rounds, as in Section 6.

7.1 Correctness

» Lemma 21. If some correct process executes the fallback algorithm in Algorithm 5, all
correct processes do so and they all start at at most § time apart.

Proof is similar to Lemma 12 in Section 6.
» Lemma 22 (Agreement). In Algorithm & all correct processes decide on the same value.

Proof. First, as correct processes only sign one decide message, every process that receives
QClecide (V) Teceives the same quorum certificate. Thus, all correct processes that decide at
line 14 decide the same v. If at least one correct process receives a fallback message then by
Lemma 21, they all execute the fallback algorithm at most 0 time apart. Thus, if at least
one correct process decides at line 14, then all correct processes that have not yet decided
learn about v in the 2§ safety window, and adopt it as their initial value for the fallback
(line 23). Tt follows that all correct processes decide with the same input value v and by
strong unanimity this is the only possible decision.

<

» Lemma 23 (Termination). In Algorithm 5 all correct processes decide.

Proof. If not all correct processes decide by line 14, then a correct process broadcasts a
fallback message at line 17. It follows from Lemma 21 that all correct processes receive the
certificate within at most § time of p. Then, by the code, all correct processes execute the
fallback algorithm at line 28 and by Lemma 13 and the fallback algorithm solves strong BA,
providing termination. <

» Lemma 24 (Validity). In Algorithm 5 if all correct processes propose the same value v,
then the output is v.
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Algorithm 5 strong BA algorithm: code for process p; with initial value v;

@ gk W

-~

13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:

25:
26:
27:
28:
29:
30:

Initially decision, proof, bu__decision, bu__proof, fallback _val = 1
fallback__start < oo

: leader < py

Round 1:

: send (v;)p, to leader

Round 2:

. if leader = p; then

if received ¢ + 1 messages of (v),s for some v then
batch these messages into QClropose (V) using a (t+1, n)-threshold signature scheme
broadcast the message (propose, v, QCpropose(V)) icader

Round 3:

. if received valid (propose, v, QCpropose(V)) icader then

send (decide, v),, to leader
Round 4:

: if leader = p; then
10:
11:
12:

if received n messages of (decide, v), then
batch these messages into QCyecide(v) using a (n, n)-threshold signature scheme
broadcast the message (decide, v, QClecide(V)) tcader

Round 5:
if received valid (decide, v, QClecide(V)) ieader and decision = L then
decision+— v
proof% checide(v)
else
broadcast the message (fallback, L, L),
fallback__start < now + 2§
bu_decision < decision
while fallback__start > now do
if received (fallback, v, proof, ), then
if decision = L and proof,, # L is a valid proof for a valid v then
bu_decision < v
bu_proof < proofy
if fallback start = co then
broadcast the message (fallback, bu_ decision, bu_proof)p,
fallback__start < now + 20
fallback_val <= Afqlipack, With 6’ = 24 and initial value bu_ decision
if decision = L then
decision < fallback_val
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Proof. Correct processes only send decide messages on values with valid propose quorum
certificates. Note that such a quorum certificate can only be formed with ¢t + 1 unique
signatures. Hence, if all correct processes propose the same value v, then the only possible
propose quorum certificate is with v. As a result, the only possible decide quorum certificate
is with v as well.

The fallback algorithm is executed with either the original initial values or with a value
that has a corresponding decide quorum certificate. Thus, if correct processes execute the
fallback algorithm, they all start with v and by strong unanimity of Agsipack, the decision is
. <

Finally, we prove that every correct process updates its decision at most once.
» Lemma 25. In Algorithm 5 all correct processes decide at most once.

Proof. Any correct process updates decision either at line 14 or at line 30. In both cases, it
only does so if decision = L. Since it does not update decision to the value L at any step of
the algorithm, it follows that decision is updated at most once.

<

From Lemmas 22, 23, 24, and 25 we conclude:

» Theorem 26. Algorithm 5 solves binary strong BA.

7.2 Complexity

We show that if the run is failure-free, correct processes never perform the fallback algorithm.
» Lemma 27. If f =0, correct processes never perform the fallback algorithm.

Proof. If all processes are correct then they all send their initial values to the leader at line 2.
Since values are binary, and there are n = 2t + 1 processes, there must be a value v such
that the leader receives t 4+ 1 unique signatures on v. Then, the leader broadcasts a propose
certificate on v (line 6). Every correct process that receives this certificate replies with a
signed decide message at line 8. Since all processes are correct, the leader then receives n
signatures and then broadcasts a decide certificate on v (line 12). All processes then receive
this certificate and decide v at line 14. None of them sends a fallback message. <

By Lemma 27, if all processes are correct then they never perform the fallback algorithm,
and there are 4 all-to-leader and leader-to-all rounds, with a total of O(n) words. Otherwise,
the complexity is the complexity of the fallback algorithm, which is O(n?).

8 Conclusions and Future Directions

We have presented solutions for both Byzantine Broadcast and weak Byzantine Agreement
with adaptive communication complexity of O(n(f + 1)) and resilience n = 2t + 1. To
construct the weak BA algorithm, we utilized a threshold on the number of signatures
such that on one hand, this number is sufficient to ensure a safe algorithm with adaptive
communication in case there are not “many” Byzantine processes. On the other hand, failing
to achieve this threshold indicates that there is a high number of failures, which allows the
use of a quadratic fallback algorithm.

This weak BA algorithm is taken as a black box to construct our adaptive BB algorithm.
Here, we carefully choose the predicate for the validity property, to allow us to reduce one
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problem to the other. Finally, for strong BA we propose a binary solution with optimal
resilience. Our solution is linear in 7 in the practically common failure-free case, and quadratic
in any other case. The question of whether a fully adaptive strong BA with optimal resilience
exists or not remains open.

While n = 2t + 1 is optimal for strong BA, this is not the case for BB and weak BA,
where any ¢ < n can be tolerated®. Thus, another possible future direction is improving
the resilience of an adaptive BB or adaptive weak BA to support any ¢ < n. Our weak BA
algorithm relies on the current resilience to satisfy that if f > n — {%le
in t. Note that this remains true for any resilience of n = at + 3, for a > 1, 3 > 0 without
compromising the intersection property required for safety. Should a quadratic solution
for weak BA be developed, it could be used to improve the total resilience of our adaptive
algorithm (instead of Momose and Ren’s algorithm [13]).

then f is linear
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Chapter 3

Conclusion and Open Questions

3.1 Conclusion

In this thesis, we have delved into the realm of distributed systems, which are computer
systems comprising multiple independent processes working together towards a common
goal. These systems have gained immense popularity, with billions of users relying
on them daily. The inherent advantage of distributed systems lies in their ability to
offer enhanced scalability, fault tolerance, and reliability when compared to centralized
systems.

Our exploration encompassed various models with changing timing assumptions and
different communication methods. The connecting thread of our work is dealing with
Byzantine users. Unlike crash failures, where processes cease to respond, Byzantine
failures encompass arbitrary deviations from the protocol. In this area, we aimed to
develop distributed services capable of operating effectively even under the most adverse
user behaviors.

The utilization of distributed systems has witnessed a surge in recent decades, with
blockchains emerging as a prominent use case. These decentralized and distributed
digital ledgers record transactions across a network of computers. As these systems
gain traction among a growing user base, ensuring properties like reliability and scala-
bility encounters new challenges and Byzantine behavior is more likely to happen. To
address these challenges, we have extensively studied diverse algorithms and primitives
of distributed computing (Figure 3.1). By doing so, we have shed light on the design
and implementation of distributed services that excel in providing reliability and scal-
ability in the face of arbitrary faults. In conclusion, this thesis has contributed novel
solutions and insights in the field of distributed systems, specifically in the areas of
Byzantine Agreement (BA) algorithms, leader-rotation mechanisms, and asset transfer
primitives, as we now describe.

In the first work presented in Chapter 2.1 we addressed the challenge of breaking
the quadratic barrier of asynchronous Byzantine Agreement. Indeed, we have presented

the first sub-quadratic asynchronous BA algorithm. To accomplish this feat, we devised

103



Asset Transfer (Cryptocurrency)

State Machine Replication

Byzantine Agreement

Figure 3.1: Relation between various services. Each box can be implemented using the
primitives within it.

two key techniques that form the foundation of our algorithm.

The first technique involves the introduction of a shared coin algorithm, which relies
on a trusted Public Key Infrastructure (PKI) and leverages Verifiable Random Func-
tions (VRFs). This novel approach enables us to address the communication complexity
hurdle associated with Byzantine Agreement in an asynchronous setting. By utilizing
the shared coin algorithm, we can significantly reduce the overall computational costs
involved.

Furthermore, we formalized the concept of VRF-based committee sampling specifi-
cally for the asynchronous model, marking a significant advancement in the field. This
formalization provides a structured framework for sampling committees using VRFs,
which is crucial for achieving sub-quadratic communication costs in our algorithm.

The algorithm we have developed only solves the Byzantine Agreement problem
with high probability. It raises intriguing questions regarding the possibility of achiev-
ing a probability of 1 for certain properties while still maintaining the desired sub-
quadratic communication cost. Exploring this possibility would contribute to a deeper
understanding of the problem’s inherent characteristics and potentially lead to further
optimizations in future research.

The subsequent work that deals with different variations of the Byzantine Agree-
ment problem (Chapter 2.4) focuses on the synchronous model and aims to redefine the
possibilities under this model. In that work, we have presented novel solutions for both
Byzantine Broadcast (BB) and weak Byzantine Agreement with adaptive communica-
tion complexity of O(n(f + 1)) and resilience n = 2t + 1. In constructing the weak BA
algorithm, we employed a threshold signature scheme, where the number of signatures
is strategically chosen to serve two purposes. Firstly, this threshold ensures the algo-
rithm’s safety and adaptive communication complexity when the number of Byzantine
processes is not significant. Secondly, failing to meet this threshold indicates a high
number of failures, prompting the utilization of a quadratic fallback algorithm.

Taking advantage of the developed weak BA algorithm as a black box, we proceeded
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to construct our adaptive BB algorithm. The weak BA problem is defined, among other
properties, by a validity predicate for the required decision output. When designing the
BB protocol, careful consideration was given to selecting this predicate, allowing us to
establish a reduction between the two problems. Furthermore, for a strong Byzantine
Agreement, we proposed a binary solution with optimal resilience. In the absence of
failures, our solution achieves linearity in n, which is practically desirable. However, in
any other case, the communication complexity becomes quadratic.

In another work (Chapter 2.3) we shift and study the State Machine Replication
problem. The SMR landscape has witnessed significant influence from blockchain ad-
vancements, with many cutting-edge blockchain-SMR, solutions built upon two core
pillars: Chaining and Leader-rotation that capture the changing leaders that drive
the decisions within the protocol. However, the conventional round-robin mechanism
employed for Leader-rotation presents an undesirable behavior, where crashed parties
repeatedly assume the role of leaders, thereby impeding overall system performance.

In the discussed work, we have presented a new framework for Leader-Aware SMR
that encompasses several desirable properties, notably formalizing the requirement of
Leader-utilization. This requirement sets bounds on the number of rounds in crash-only
executions where faulty leaders are allowed, thereby addressing the aforementioned
limitation.

To achieve this Leader-Aware SMR, we have introduced Carousel, a novel reputation-
based Leader-rotation solution. The key challenge in implementing adaptive Leader-
rotation lies in the absence of consensus to determine a leader, as consensus itself de-
pends on a designated leader. Leveraging the available on-chain information, Carousel
determines a leader, ensuring system liveness despite this inherent difficulty. Through
integration with a HotStuff implementation, Carousel has showcased remarkable per-
formance enhancements. In faultless settings, it has achieved a throughput increase of
over 2x, while in the presence of faults, it has provided an exceptional 20x increase in
throughput and a 5x reduction in latency.

Finally, in Chapter 2.2 the wide interest in blockchains has led us to research the
asset transfer primitive, which is the core problem solved by blockchains. We consider
the shared memory model that is somewhat overlooked in this context. The explo-
ration of the asset transfer problem in this model opened new research directions and
expanded the understanding of concurrent shared-memory objects used by Byzantine
processes. Our work led us to develop the concept of Byzantine linearizability, a spe-
cialized correctness condition designed to accommodate shared memory algorithms that
can effectively withstand Byzantine behavior. Utilizing this notion, we undertook the
task of establishing comprehensive upper and lower bounds for a variety of fundamental
components in the field of distributed computing.

Through rigorous analysis, we demonstrated that atomic snapshot, reliable broad-
cast, and asset transfer are all problems that lack f-resilient emulations from registers

when the number of processes n satisfies n < 2f. Conversely, we contributed an
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algorithm for Byzantine linearizable reliable broadcast, exhibiting a higher resilience
threshold with n > 2f. Leveraging this algorithm, we further constructed a Byzantine
snapshot with the same resilience capabilities. Notably, this Byzantine snapshot offers
valuable applications, including the provision of a Byzantine linearizable asset transfer.
Consequently, we established a tight bound on the resilience of emulations for asset
transfer, snapshot, and reliable broadcast.

While our paper primarily focuses on feasibility results, we consciously chose not
to delve into complexity measures. Specifically, our constructions assume unbounded
storage. As a result, the matter of efficiency remains an open question, providing an
opportunity for future research and exploration.

Overall, this thesis has significantly contributed to the field of distributed systems by
introducing efficient BA algorithms, innovative leader-rotation mechanisms, and novel
approaches to asset transfer in shared-memory models. The utilization of cryptographic
tools, probability techniques, and careful analysis has provided valuable insights and
practical solutions for building robust and reliable distributed systems. The findings
presented in this thesis lay a solid foundation for future research and advancements in

the field, empowering the development of more efficient and secure distributed systems.

3.2 Additional Open Questions

In the context of this thesis, where several research questions have already been pre-
sented, it becomes evident that additional avenues of investigation arise, encompassing
both theoretical and practical aspects of distributed systems. These new directions
hold the potential to further enrich our understanding and contribute to the advance-
ment of the field. On the one hand, from a theoretical perspective, it is intriguing to
explore questions that delve into the intricacies of mathematical models, seeking to
refine existing frameworks, establish stronger theoretical foundations, and potentially
identify novel complexity bounds. On the other hand, within the realm of practical
system implementations, there is a pressing need to address challenges encountered
in real-world scenarios, such as scalability, fault tolerance, and resource management.
We present herein a collection of research directions that are worth exploring, in our

opinion.

3.2.1 Towards Efficient Byzantine Agreement

Adaptive communication with optimal resilience. In our recent work [CKS23|
we present an adaptive solution to Byzantine Broadcast and weak Byzantine Agreement
with adaptive communication complexity of O(n(f+1)) and resilience n = 2t+1. While
n = 2t + 1 is optimal for BA with strong unanimity, this is not the case for BB and
weak BA, where any ¢ < m can be tolerated. Strong unanimity requires that if all

correct processes propose the same value, this value must be decided. The challenge is
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that while the leader-based approach is commonly used to achieve low communication
costs in synchronous protocols, it is unclear how to exploit it to solve strong unanimity.
Delegating one process with a unique role (and consecutively its initial value) forbids
us from acknowledging all initial values. On the other hand, requiring every process to
spread its value has quadratic cost in the system before even trying to solve the actual
problem.

In our work, we manage to solve BA with strong unanimity with resilience O(n) in
failure-free runs. This proves that there does not exist a lower quadratic lower bound
on communication (as exists for the number of signatures), but the question of whether

the adaptive solution can be designed for any number of failures f < t remains open.

Multi-valued sub-quadratic Byzantine Agreement. In our first work [CKS20]
we present the first sub-quadratic BA algorithm for an asynchronous message-passing
environment. This result relies on a primitive called shared coin, that we implement in
the paper, and returns all correct processes the same bite {0, 1}, with some constant
probability. Due to the use of the coin, our BA solution only works for a binary domain.
Le., the decision value must be either 0 or 1. This has various uses in distributed
systems, but in the context of blockchain systems, it cannot be used to decide upon
blocks’ order in the chain. To get one step closer to everyday use, we would like to
solve a multi-valued sub-quadratic BA algorithm, where decisions can be from a larger

domain. This is currently an open question.
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SV DMNIN DXIONND NN PADY DIVANNT MP2IOV) DNMININ NNAY N NTAYN NIV
STPNIND OV MNMIND NPND MY MINAN MOIYNI NPIIT! MOPN 2393 MTNY ,MIPNKN
955 AUNR ,DVNNYN T8N NPNNIND DY ONIY DNDY MY NMS MIIYNI ANNN VIYn 0791
NOYNN DR "NNY” MDY 50Y PYSPIDA NYI YRNwn Hwnd 1o 0WN DNINN YHNNYN
AWAND YR PVIVIAN ITINT MTIOI DT NDN NMNNIND IYRD INIYVND 01 9N» NMNIND NIVNa
MAYNNM DININ DMPY DY VI NYNI MYNNND 1D DY JPMIPIY NN DI1yaD DVNNvND
2NN MHNTPNM NIAN2 PON DNPIID NN NPMPIYA MOPNN MDY O»TINYN D NNNA

2910 AMann

VI’ NNODN ,DANN NNDN DDV AN YN NPTIIND NPYA VIOV DY 1PTA NDNNN MDD
790NN AN MPY NIN 0NN NN 995Y . (Cryptocurrencies) DOINVDIP MYV
DNVN DIVNNNY RTNND MPYN .MOPN 92 Tyt NN DIANND NNOND DOMNNN DONN
DNODNN NYYa .NMMPY HY MYPA MIAPY DX IUN ANNN MIAYN DY Nt ITO MINK DIAPY
SV MNONN QR DY ,NaMYN NVONND YHND DO DXONN DY NXIAP NAY Py NN PV
5130 N9IN NN NINNND O9MVIP MYA0N DY ININRD PYIN .0PNTE 01OV 0NN
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